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Abstract
This study examines the performance of nonlinear total stress one-dimensional (1D)
wave propagation site response analysis for modeling site effects in physics-based
ground motion simulations of the 2010–2011 Canterbury, New Zealand earthquake
sequence. This approach explicitly models three-dimensional (3D) ground motion
phenomena at the regional scale, and detailed site effects at the local scale. The
approach is compared with a more commonly used empirical VS30-based method of
computing site amplification for simulated ground motions, as well as prediction via
an empirical ground motion model. Site-specific ground response analysis is per-
formed at 20 strong motion stations in Christchurch for 11 earthquakes with
4.7<MW<7.1. When compared with the VS30-based approach, the wave propagation
analysis reduces both overall model bias and uncertainty in site-to-site residuals at
the fundamental period, and significantly reduces systematic residuals for soft or
‘‘atypical’’ sites that exhibit strong site amplification. The comparable performance in
ground motion prediction between the physics-based simulation method and empiri-
cal ground motion models suggests the former is a viable approach for generating
site-specific ground motions for geotechnical and structural response history
analyses.
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Introduction

Three-dimensional (3D) physics-based ground motion simulation methods are being
increasingly used to predict ground motion intensity, with accuracy and precision that riv-
als conventional empirical models (e.g. Bradley et al., 2017; Taborda and Bielak, 2013).
Limitations associated with computation, modeled physics, and data availability often
result in the use of ‘‘hybrid’’ simulations which involve a comprehensive solution of the 3D
wave equation for low frequencies (LFs), and a simplified-physics approach for high fre-
quencies (HFs). The transition between the LF and HF approaches varies across research
efforts, but is commonly at f = 1 Hz (Graves and Pitarka, 2010; Razafindrakoto et al.,
2016), which implies a spatial discretization in the velocity model in the order of 100 m,
with additional factors being the minimum shear wave velocity, and specific numerical
method adopted. In addition, the comprehensive 3D solution commonly models the 3D
medium as viscoelastic, although recent attempts have also explicitly considered plasticity
(Roten et al., 2016; Taborda et al., 2012), albeit without direct validation against observa-
tions and only at LFs (i.e. coarse spatial scales).

Given the sentiments above, near-surface nonlinear site effects in broadband ground
motion simulations must therefore, at present, be computed separately from the regional 3D
simulation. Four methods have been used or proposed to incorporate nonlinear soil response
into 3D ground motion simulations: (1) fully coupled LF (i.e. coarse grid) 3D simulation
models that explicitly consider soil nonlinearity in surficial soils (e.g. Restrepo et al., 2012;
Taborda et al., 2012), (2) the domain reduction method for decomposing the physical domain
into multiple subdomains for separate simulation (e.g. Bielak et al., 2003; Yoshimura et al.,
2003), (3) conventional one-dimensional (1D) wave propagation site response analysis
uncoupled from the simulations (e.g. Hartzell et al., 2002; Roten et al., 2012), and finally (4)
the use of simple empirically based site amplification factors (e.g. Graves and Pitarka, 2010,
2015). The most common way to do so is via empirical VS30-based site effects models (i.e.
Method 4, e.g. Graves and Pitarka, 2010; Razafindrakoto et al., 2018). This empirical treat-
ment of site effects in ground motion simulations is simple relative to the physics-based
source and path modeling of simulations, and the state-of-the-art in geotechnical seismic
ground response analysis (Régnier et al., 2016; Stewart et al., 2008, 2017), suggesting that
there is room for improvement in how site effects are modeled in the context of simulations.

Hartzell et al. (2002) and Roten et al. (2012) are examples of where the more compre-
hensive physics-based 1D nonlinear wave propagation site response analysis was used for
modeling site effects in ground motion simulations. These studies performed simulations
of potential future earthquakes on the Seattle and Wasatch Faults, respectively, and there-
fore lack direct validation against observed ground motions. The nonlinear ground
response was computed at hundreds of sites across the region using generalized regional
subsurface data primarily based on geology, and hence soil stratification, shear wave velo-
city profiles, and constitutive model inputs were idealized. The results of these studies were
not benchmarked against empirical site amplification functions or GMMs.

As in Hartzell et al. (2002) and Roten et al. (2012), this study also explicitly models
nonlinear site response in the context of 3D regional ground motion simulations using a
physics-based 1D wave propagation site response approach. It is distinct in that it analyzes
11 observed earthquakes at 20 strong motion stations (SMSs) to validate the methodology
and compute statistically significant site- and event-specific bias and uncertainty. The
events and sites considered are described in section ‘‘Earthquakes and sites considered.’’
The SMSs are well-characterized geotechnically and geophysically, and therefore, detailed
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and representative soil profiles are used for each site. The methodology for the alternative
site response approaches is given in section ‘‘Methodology.’’ Sections ‘‘Qualitative com-
parison of observed and simulated ground motions’’ and ‘‘Systematic prediction residuals’’
present results in terms of intensity measures and systematic prediction residuals. Finally,
in section ‘‘Comparison with prediction from empirical GMM’’ the systematic perfor-
mance of simulations with both site response methods is compared with prediction from a
conventional empirical GMM. Supplementary tables, figures, and analysis interpretation
are included in Supplemental Appendices A to E, and are referenced throughout the main
body of the article accordingly.

Earthquakes and sites considered

Events from the 2010 to 2011 Canterbury earthquake sequence

Figure 1 illustrates the 11 moderate-to-large magnitude (i:e: 4:7<MW <7:1) earthquakes
and 20 SMSs considered for this study, with additional date and MW information in Table
A.1 of Supplemental Appendix A. Ten of the events occurred during the 2010–2011
Canterbury, New Zealand earthquake sequence and were simulated by Razafindrakoto
et al. (2016). The 11th event was the MW 5:8 Valentine’s day earthquake from 2016 and
was simulated by Razafindrakoto and Bradley (2016). These 11 events generated ground
motions of engineering significance that may have been influenced by nonlinear soil
response in Christchurch (Bradley, 2015). The largest magnitude, and most economically
and environmentally destructive events were the 4 September 2010 MW 7:1 Darfield earth-
quake and the 22 February 2011 MW 6:2 Christchurch earthquake (Cubrinovski et al.,
2011, 2014; Quigley et al., 2016; van Ballegooy et al., 2014).

In the context of kinematic rupture description, as elaborated in Razafindrakoto et al.
(2016), for the four largest magnitude events (i.e. Events 1, 4, 7, and 10 in Table A.1 of
Supplemental Appendix A), the geometry of the finite fault source models from Beavan
et al. (2011) and Beavan et al. (2012) was used. The two MW 5:8 earthquakes (i.e. Events 9

Figure 1. Illustration of simulated rupture models for 11 events, listed in Table A.1 of Supplemental
Appendix A labeled by event ID, and location of 20 strong motion stations considered. Events 2, 3, 5, 6,
and 8 were modeled as a point source and therefore no rupture plane is shown. The inset shows New
Zealand with the vicinity of the region of this study marked by a black rectangle.
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and 11) used finite faults generated as a plane of appropriate along-strike length and
down-dip width centered about the earthquake centroid. The remaining five events were
modeled as point sources because of their small magnitudes (and therefore rupture area).

Christchurch SMS considered

To compare and validate simulated ground motions with observations, the site response
analysis was performed at 20 SMSs that recorded the sequence of events. Figure 2 shows
the location of sites, grouped for analysis interpretation by geographic region, site condi-
tions, and site response characteristics into Central Business District (CBD), Eastern sub-
urbs, Western stiff gravel, and ‘‘other sites,’’ which do not conform to these classifications,
as annotated in the figure legend. Also included in Figure 2 is surface geology by Brown
et al. (1995) which is discussed in the last paragraph of this section with regards to the
shear wave velocity profiles in Figure A.1 of Supplemental Appendix A.

Table A.2 in Supplemental Appendix A presents the observed geometric mean peak
ground accelerations (PGAs) for the considered stations and events. The PGA values range
from 0.01 to 1.36 g, with a mean PGA of 0.17 g.

Figure 2. Location of the 20 strong motion stations analyzed in this study relative to the Christchurch
urban area. Sites are grouped by geographic region and site response characteristics. Surface geology
following Brown et al. (1995) is also included in the map. The darker shades of each color in the geologic
descriptions indicate that gravel deposits are present at depths greater than 3 m.
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Figure A.1 in Supplemental Appendix A illustrates shear wave velocity (VS) profiles of the
20 sites based on site investigation results from Wotherspoon et al. (2014), Deschenes et al.
(2018), and Jeong and Bradley (2017a). Wotherspoon et al. (2014) also performed detailed site
investigations at most of the sites, including surface wave testing (using active and passive
methods), cone penetration tests (CPTs), standard penetration tests (SPTs), and laboratory
index tests. The velocity profiles in these studies were obtained from surface wave inversions
with constant VS values within each layer. Pressure dependence (i.e. depth dependence) was
subsequently applied to the shear wave velocity of each layer in such a way as to maintain
equal travel time between the published pressure-independent and pressure-dependent profiles
used in this analysis. The pressure dependence is applied using the formulation of the constitu-
tive model which is described in section ‘‘Methodology for nonlinear wave propagation site
response analysis.’’ The corresponding ‘‘profile periods’’ (T�1 ) of the sites in Figure A.1 in
Supplemental Appendix A and the VS30 values used to compute empirical site amplification
are given in Table A.2 of Supplemental Appendix A. T�1 is computed as the fundamental
period of the pressure independent VS profiles above the halfspace used in the analyses (i.e.
the same profiles in Figure A.1 in Supplemental Appendix A albeit without pressure depen-
dence). Importantly, it differs from the site period which is typically defined as the period of
the entire soil profile above bedrock, which is not reached in these analyses due to the great
depth of the Canterbury basin (‘‘Methodology’’ section should be referenced for more details
on site response analysis).

In examining Figure A.1 in Supplemental Appendix A, while the near surface velocities
are similar between CBD and Eastern Suburbs (about 150–200 m/s), the Eastern Suburbs
profiles generally have thicker soil deposits above the stiff gravels that were used as the half
space (i.e. total depths of 29–46 m compared with 20–25 m in CBD). From surface geology
on Figure 2, the CBD sites are primarily fluvial sands and silts except for Resthaven
(REHS) which is a peat swamp deposit. As indicated by the darker shades of the respective
colors in these geologic regions, some gravels are present at depths greater than 3 m at
these sites. The Eastern Suburbs sites are dune and beach sands with no gravels present at
shallow depths, except for SHLC which sits on fluvial sand and silt. The Western Stiff
Gravel sites all have gravel up to or near the ground surface with higher velocities, and are
therefore shallower profiles (i.e. 14–20 m deep). Many of the profiles have velocity inver-
sions (i.e. layers of lower velocity below layers of higher velocity) due to interbedded sand/
gravel and silt/clay layers. This is consistent with the interbedded nature of the geology in
the Canterbury basin which generally alternates between terrestrial gravel and marine sedi-
ment deposits (Lee et al., 2017b).

Methodology

Two common methods for modeling site response are adopted for the context of ground
motion simulations: an empirical VS30-based site amplification function, and physics-based
1D wave propagation. These two simulations that account for site effects are also compared
with a reference viscoelastic simulation that neglects near-surface site effects and soil nonli-
nearity. The specific methodologies for all analyses are provided in the following subsections.

Reference viscoelastic condition without site response

Simulated ground motions that do not account for shallow site response are used as a ref-
erence result. As presented in Razafindrakoto et al. (2016), these are simulations performed
using the Graves and Pitarka (2010) methodology without modification for site response.
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To resolve the comprehensive LF component of the ground motion simulations at 1 Hz, a
velocity model grid spacing of 100 m was used with a minimum shear wave velocity of
500 m/s in the simulations (Razafindrakoto et al., 2016), despite the near-surface shear
wave velocities at deep sedimentary sites being lower than 500 m/s in reality. Because the
simulations are viscoelastic, soil nonlinearity is not considered. In addition to these simula-
tions being used as a reference result, they are also the ‘‘input’’ motions for site response
analysis methods as described in the next two subsections. In figures throughout the article,
this analysis is referred to as ‘‘no site response’’ to highlight the fact that no site effects
analysis was performed.

Site effects via empirical VS30-based site amplification

VS30-based site amplification functions from published empirical GMMs are commonly
used to compute site amplification factors that can be applied to the reference simulated
ground motions (e.g. Graves and Pitarka, 2010). Figure 3a shows an example of frequency
(i.e. vibration period)-dependent nonlinear site amplification factors from the empirical
GMM used in this study (Campbell and Bozorgnia, 2014). This function is then truncated
at short and long periods, as in Figure 3a, following recommendations by Graves and
Pitarka (2010), for two different reasons. Long period (i.e. LF) site amplification is trun-
cated because the 3D LF component of the simulation should, to some extent, account for
deep site response which would influence long period ground motion amplitudes. Short
periods (i.e. HFs) are truncated because empirical GMM amplification functions are devel-
oped to be applied to response spectra, but in this context they are applied to Fourier spec-
tra in the frequency domain (Graves and Pitarka, 2010). The short period truncation is
applied to partially resolve this inconsistency. Bora et al. (2016) discuss the relationship
between Fourier and response spectra in the context of ground motion amplification.

Site effects via physics-based 1D wave propagation analysis

The 1D wave propagation ground response analysis enables explicit modeling of the soil
stratigraphy and dynamic response at each site. As shown schematically in Figure 3b, ref-
erence viscoelastic simulated ground motions are extracted at each site considered, decon-
volved, and then used as input to a nonlinear 1D site response analysis. Ground motions
are extracted from the simulation at the ground surface, rather than at depth, so that 3D
ground motion phenomena, such as basin effects and surface waves, are present given the
subsequent use of 1D analyses to model surficial site response.

Because the regional ground motion simulations are viscoelastic, they are
deconvolved in the frequency domain using a transfer function for damped soil over an
elastic halfspace (e.g. Kramer, 1996) with a 1D VS profile representative of the velocity
model used for the simulation. Ground motions are deconvolved to a depth where non-
linear soil behavior is considered practically negligible. In Christchurch, this typically cor-
responds to the depth of the Riccarton gravels formation, with a VS of approximately
400 m/s at depths ranging from 20 to 40 m (deepening to the east; Lee et al., 2017b;
McGann et al., 2017; Wotherspoon et al., 2014). In this particular application, because the
simulation grid is coarse (i.e. 100 m spacing), and the depth of deconvolution is relatively
shallow (i.e. 20–40 m), the VS profile for deconvolution is simply a single uniform layer
(with VS = VS,min (i.e. typically 500 m/s in Christchurch)) over a halfspace. The metho-
dology for the nonlinear convolution (i.e. site response analysis) is described in the next
subsection.
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Figure 3. Two methods considered in this study for modeling nonlinear site effects in simulated ground
motions: (a) Empirical VS30-based nonlinear site amplification factors from Campbell and Bozorgnia
(2014) (i.e. CB14) GMM truncated following Graves and Pitarka (2010) (i.e. GP10), applied to simulated
ground motions in the frequency domain and (b) 1D wave propagation site response in which simulated
ground motions are extracted from 3D simulation model, deconvolved, and convolved via nonlinear
wave propagation site response analysis.
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Methodology for nonlinear wave propagation site response analysis

Site response analyses were performed with the nonlinear finite element software OpenSees
(McKenna, 2011). The 1D (i.e. vertical) shear wave propagation for a single horizontal
component of ground motion was used with 2D nine-noded quadratic elements con-
strained to deform in horizontal shear. Geometric mean intensity measures were computed
from the two simulations with each horizontal component. Elements were sized for each
layer to resolve a maximum frequency of 25 Hz based on linear stiffness. The model uses a
single-element-wide soil column with periodic boundary conditions on the lateral bound-
aries of the model, and a compliant base. The pressure-dependent multi-yield (PDMY02)
constitutive model (Yang et al., 2003) was used to represent nonlinear soil behavior. The
1D site response analysis was used because of its widespread adoption in practice and
research although we acknowledge the commonly stated limitations of this methodology
as demonstrated through validation studies (e.g. Kaklamanos et al., 2013; Thompson
et al., 2009).

CPTs in the vicinity of each site (Wotherspoon et al., 2014) were used for determining
detailed stratigraphy, and the strength and relative density of each soil layer. Parameters
estimated using CPT data were unit weight, friction angle, relative density, and undrained
shear strength. In cases where geotechnical investigations showed the presence of inter-
bedded softer silt layers that were not identified in the VS profiles from surface wave inver-
sions, a CPT-VS correlation (McGann et al., 2017) was used to estimate the velocity of
these layers. Friction angle and undrained shear strength estimates from SPT data were
also used to verify and supplement CPT-based estimates.

Wotherspoon et al. (2014) performed CPT-based liquefaction triggering analysis
(Robertson and Wride, 1998), and we additionally performed SPT-based liquefaction
analysis (Idriss and Boulanger, 2008) to identify soils susceptible to liquefaction (for the
purpose of examining subsequent analysis results). While liquefiable soils are present at
some sites, the large majority of the events were not severe enough to trigger liquefaction.
In this study, the hydraulic conductivity of each soil layer is set artificially high to prevent
generation of pore pressure, therefore, the contraction and dilation parameters of the con-
stitutive model have a negligible impact on the response. Future work is intended to
directly examine the differences between total and effective stress analyses.

Decomposition of prediction residuals

One of the novelties of this work is the validation of simulation results against
observed ground motions from multiple earthquake events and stations, enabling repeata-
ble prediction effects to be estimated. Using similar notation as Al Atik et al. (2010) and
Bradley (2015), the total prediction residual, D, for a given intensity measure can be
expressed as

Des = ln IMObsð Þes � ln IMSimð Þes ð1Þ

where ln(IMObs)es is the natural logarithm of the observed intensity measure for earthquake
e at site s, and ln(IMSim)es is the logarithm of the respective simulated intensity measure.
The intensity measures considered in this study are 5%-damped geometric mean (from
both horizontal components) response spectral accelerations at 200 vibration periods loga-
rithmically spaced between 0.01 and 10 s.
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To identify systematic trends in prediction bias for a given earthquake e, and specific
site s, the prediction residual in Equation 1 can be partitioned as

Des = a + dS2Ss + dBe + dW 0
es ð2Þ

where a is the constant systematic model bias for all earthquakes and sites considered,
dS2Ss is the systematic site-to-site residual for site s, dBe is the between-event residual for
earthquake e, and dW 0

es is the ‘‘remaining’’ within-event residual for earthquake e at site s,
that is apparently random. The sum (a + dS2Ss) is the systematic portion of the residual
for a given site and is herein referred to as the systematic residual.

The between-event (dBe), site-to-site (dS2Ss), and ‘‘remaining’’ within-event (dW 0
es) resi-

duals are assumed to be normally distributed with zero mean and variances of t2, f2
S2S ,

and f2
SS , respectively. The total variance is then expressed as

s2 = t2 + f2
S2S + f2

SS ð3Þ

For an individual site, s, the variance in the within-event residuals
(i:e: dWes = dS2Ss + dW 0

es) at that site is represented by f2
SS, s. The evaluation of Equation 2

for all events and sites considered is performed using linear mixed-effects regression with
the lme4 package in R (Bates et al., 2015).

Qualitative comparison of observed and simulated ground motions

To illustrate the salient features of the analyses undertaken, this section provides a
qualitative summary for a subset of results, while the subsequent section provides statisti-
cal analysis of results from all sites and events. Figure 4 plots response spectra of
observed and simulated ground motions from all three methods for the 4 September 2010
MW 7:1 earthquake at the HVSC site, and the 13 June 2011 MW 5:3 earthquake at the
RHSC site. Also included in the figure are acceleration time series for observed ground
motions and the two simulations that model nonlinear soil response. These two examples
are intended to illustrate relative differences between the various methods of modeling site
effects.

Comparing the simulated response spectra in Figure 4 it is evident that for T . 5 s all
three analyses are essentially the same, suggesting the site response methods have little
influence on the ground motion at long periods. Trends in response spectral accelerations
seen in Figure 4, that are also generally visible across most of the data are (1) the empirical
VS30-based site amplification function results in greater amplification of long periods, (2)
the wave propagation analysis results in greater amplification at short periods, and (3) the
reference viscoleastic simulations that neglect shallow site effects greatly under-predict
spectral accelerations near the profile period (0.39 and 0.29 s for HVSC and RHSC,
respectively). These trends are discussed further with respect to observed-to-simulated resi-
duals in subsequent sections.

Comparing the simulations with the observations, in both of these examples, the
physics-based wave propagation method of modeling site response yields closer agreement
to observations than the empirical VS30-based method. Figure 4b is a good example of
how there can be imprecisions in the reference or input simulations used for subsequent
site response analyses as seen by the large overprediction in the reference viscoelastic
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simulation without site response for T . 1 s. Such imprecisions in the input motion will
manifest as imprecisions in downstream analyses as shown in Figure 4b.

In general, the simulated acceleration time series for the 4 September 2010 event (Figure
4c) are consistent with observations in terms of frequency content and duration. However,
the arrival time of the strongest shaking is different, which may be caused by the complex
multi-fault rupture of this event. As also seen in the response spectra, there is significant
underprediction in the amplitudes of simulations which is much more prominent for the
empirical VS30-based method. HVSC is a site that exhibits abnormally large ground ampli-
fication, as discussed in section ‘‘Systematic residuals for individual sites.’’ For the 13 June
2011 event (Figure 4d) the simulated acceleration time series are relatively consistent with
observations in amplitude and frequency content. The duration of shaking is clearly under-
estimated, which is consistent with results from Lee et al. (2020) who found that the HF
path duration model was too short, resulting in underestimation of significant duration for
small-to-moderate magnitude events. Also, simulations of this event show late, very LF

(a) (b)

(c) (d)

Figure 4. Comparison of 5%-damped geometric mean response spectra and acceleration time series
for observed and simulated ground motions from (a and c) 4 September 2010 MW7:1 earthquake at
HVSC, and (b and d) 13 June 2011 MW5:3 earthquake at RHSC. Note different y-axis scales between the
left and right figures.
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arrivals not visible in observations. These late arrivals may be the cause of the large over
estimation of long period energy seen in response spectra (Figure 4b).

Systematic prediction residuals

Response spectra are computed for observed ground motions and all three simulation
approaches discussed in section ‘‘Methodology.’’ The partitioned residuals are then com-
puted from the response spectra of all events at every site via Equations 1 and 2. The fol-
lowing subsections compare and contrast the computed residuals from the three simulation
types.

Model systematic bias and total uncertainty for all events and sites considered

Figure 5 illustrates the systematic model bias, a (Figure 5a), and the total standard devia-
tion, s (Figure 5b), for all 20 sites and 11 earthquakes considered as a function of response
spectral vibration period for all three analysis methods. Results from prediction via empiri-
cal GMM are not discussed until section ‘‘Comparison with prediction from empirical
GMM.’’ Three average trends are identified in the results shown in Figure 5a: (1) For peri-
ods between approximately T = 0:2� 2 s, consideration of site effects using both the
empirical and wave propagation methods results in reduced bias (i.e. residuals closer to
zero) relative to the reference viscoelastic simulations which ignore site effects and grossly
under-predict spectral accelerations. (2) The empirical (VS30-based) approach significantly
over-amplifies the long periods (i.e. approximately 1–5 s) and the wave propagation
method performs better in this period range, and (3) the empirical (VS30-based) method
results in slightly lower bias than the wave propagation approach at T\0:2 s for which the
wave propagation method over-predicts the ground motion. The subsequent three para-
graphs discuss these trends in greater detail.

The first trend noted above is relatively self-evident. The significant underprediction by
reference viscoelastic simulations without site response occurs near the range of profile
periods for the sites (i:e: T�1 = 0:15� 0:77 s), at which large amplification occurs from near-
surface soil response. The reference viscoelastic simulation neglects site effects and there-
fore fails to model this large amplification at the profile period.

(a) (b)

Figure 5. (a) Systematic model bias, a, and (b) total uncertainty, s, for all events and sites considered.
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The second trend noted above, over amplification by the empirical VS30-based approach
at T = 1� 5 s, suggests that long period site effects are already being explicitly captured in
the LF component of the ground motion simulations such that the empirical modification
is, to some extent, effectively ‘‘double counting’’ the amplification. This result was also
observed by Lee et al. (2020) using the same simulation methodology, albeit without wave
propagation site response, on a data set of 145 MW 3:5� 5 earthquakes in the same region.
As previously noted, site amplification factors with truncation of long period amplifica-
tion, as recommended by Graves and Pitarka (2010) (see Figure 3a), are intended to
account for long period site effects when low-resolution velocity models are used that do
not explicitly model these effects. However, the simulations used in this study are derived
from a high-resolution Canterbury velocity model (Lee et al., 2017a) which explicitly mod-
els the basin, hence suggesting that the period range over which the site amplification func-
tion is heuristically truncated needs to be revised. In addition, the site amplification model
from Campbell and Bozorgnia (2014) was developed primarily from California data, and
therefore may not be appropriate for use in Christchurch.

Finally, regarding the third trend of overprediction of short period ground motion
amplitudes, it is evident that the reference viscoelastic simulation (i.e. blue line in Figure
5a), which was used as an input motion for the wave propagation analysis, already over-
predicts the observed ground motion at T’0:1 s (relative to observed ground motions at
VS30 \ 500 m/s sites). This implies that periods close to 0.1 seconds would likely be fur-
ther over-predicted for sites with near-surface shear wave velocities of less than 500 m/s
when site effects are considered. In addition, the 1D wave propagation based site response
analysis may not properly attenuate HFs which leads to excessive site amplification. Other
studies have found that 1D wave propagation analysis, which typically lacks heterogene-
ities present in natural soil deposits that scatter and attenuate HF waves, can ‘‘under-
damp’’ these frequencies (e.g. Afshari and Stewart, 2017).

Figure 5b shows that considering site effects via both the wave propagation and empiri-
cal methods reduces total uncertainty, s, for T\2 s relative to ignoring site effects in the
case of viscoelastic simulations. As discussed in Supplemental Appendix B, the reduction
in uncertainty for T\ 1 is attributed primarily to a reduction in between-event uncer-
tainty, t. Both site response methods have comparable uncertainty across the full period
range. Reasons for this are discussed with regard to event- and site-specific uncertainty in
Supplemental Appendix B and section ‘‘Site-to-site, dS2Ss, and within-event, dWes, resi-
duals,’’ respectively.

Site-to-site, dS2Ss, and within-event, dWes, residuals

The site-to-site residual, dS2Ss (Equation 2), represents the average difference between
observed and predicted site amplification at a given site. Figure 6 plots the site-to-site resi-
duals for the wave propagation analysis, and the site-to-site and within-event single-station
standard deviations, fS2S and fSS , respectively, for all three methods. The residuals for the
viscoelastic reference simulations and simulations with empirical site response are plotted
in Figure E.1 of Supplemental Appendix E. The site-to-site residuals (Figure 6a) are color-
coded by the site VS30, which illustrates a dependence in the residual on VS30 at approxi-
mately T = 0:5� 3 s. Generally, the stiffest sites are the most overpredicted, the softest sites
are the most underpredicted, and intermediately stiff sites fall close to zero residual in this
period range. This trend is even more notable for the dS2Ss residuals of viscoelastic refer-
ence simulations that neglect shallow site response, which is reasonable as one would
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(a)

(b)

(c)

Figure 6. (a) Site-to-site residuals from wave propagation site response analysis for all 20 sites with
lines colored by VS30, and (b) site-to-site standard deviation, fS2S, and (c) within-event single-station
standard deviation, fSS, respectively, for wave propagation, empirical, and reference viscoelastic (i.e. no
site response) simulated ground motions.
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expect the softest sites, with the strongest site amplification, to be even more under-
predicted when site effects are neglected. Two conclusions can be drawn from the fact that
this trend is still visible in the wave propagation site response results: (1) Although the
wave propagation site response analysis greatly reduces the large under-prediction at soft
sites by modeling site response, the modeling assumptions mean the analysis does not fully
capture the actual site amplification, resulting generally in a slight under-prediction
(Figure 6a), or (2) the large majority of stiffer sites lie in the same region to the west of
Christchurch in the Canterbury plains (Figure 2). This overprediction at moderate to long
periods could alternatively be a regional effect caused by the 3D velocity model (i.e. path)
for this region. Because the mean of all dS2Ss must be zero, this regional over-prediction
would cause an apparent under-prediction in the remaining sites, particularly for softer
sites at which the observed site amplification is greater.

Theoretically, by perfectly modeling the site response, each individual site-to-site resi-
dual (dS2Ss) could be reduced to zero. The departure of dS2Ss from zero is therefore indi-
cative of both physics that is not adequately modeled in the site response analysis, and
uncertainty in the geotechnical and geophysical site characterization. In addition, because
dS2Ss represents the observed-to-simulated differences in site amplification, it is highly
dependent on the input motion obtained from the regional ground motion simulation as
nonlinear site response is greatly influenced by the amplitude and frequency content of the
ground motion. Therefore, imprecision in the input motion will inevitably manifest as non-
zero dS2Ss residuals. While dS2Ss is non-zero for the simulations with site effects modeling,
it is evident from Figure 6b that a reduction in uncertainty is realized when site effects are
considered.

Figure 6b shows that consideration of site effects via both the empirical and the wave
propagation methods substantially decreases the site-to-site uncertainty, fS2S , for
T’0:3� 5:0 s. This implies that the site amplification is predicted with less uncertainty
when near-surface site effects are considered in physics-based ground motion simulation.
Explicitly modeling site response via wave propagation reduces site-to-site uncertainty com-
pared with the VS30-based empirical method at T = 0:2� 1 s, which is approximately the
range of profile periods for the SMS considered (i.e. T�1 = 0:15� 0:77s; as defined in Table
A.2 of Supplemental Appendix A). For T = 1� 5 s, where the 1D wave propagation site
response analysis has little influence on spectral accelerations for these sites, the VS30-based
empirical site amplification has slightly lower site-to-site standard deviation than the wave
propagation method. One would expect that the site response approach which uses both sig-
nificantly more information on soil type and stratigraphy, and also more comprehensive
physics (i.e. the wave propagation analysis), would potentially result in less uncertainty in
the site amplification. The fact that there is no appreciable difference in uncertainty for
much of the period range between the two site response approaches suggests that, as alluded
to previously, there is both uncertainty in the input motion, and potentially the assumptions
in the 1D total stress site response analysis (including the determination of modeling para-
meters) is leading to significant imprecision. The total uncertainty is contributed to by both
of these factors and further work is needed to untangle them, and thus isolate their relative
contributions (this is discussed further in Supplemental Appendix C).

As shown in Figure 6c, the within-event single station standard deviation (fSS) is practi-
cally the same for all three analyses over the entire period range. fSS represents the appar-
ent aleatory variability that is not systematically modeled by the physics used in these
models, and includes effects from the source, path, and site. A reduction in fS2S with no
change in fSS suggests that the mean site amplification is predicted with more accuracy
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when site response is explicitly modeled, however, at any given station, the uncertainty in
the modeled site amplification is the same for all methods or is masked by apparently ran-
dom uncertainties in the source, path, and site. Single station uncertainty is discussed fur-
ther in Section C.0.1 of Supplemental Appendix C.

Systematic residuals for individual sites

Figure 7 plots the average 1D wave propagation-based spectral acceleration amplification
across the 11 events as a function of vibration period for each of the 20 profiles in Figure
A.1 of Supplemental Appendix A. The amplification for an individual event is the ratio of
the output motion at the ground surface to the input motion at the halfspace. It is apparent
that sites REHS, HVSC, and CMHS have the largest average amplification, with amplifi-
cation factors exceeding 2.5 at the profile period, while the western stiff sites profiles gener-
ate little amplification. The diamond on each curve indicates the profile period (i:e: T �1 ) as
defined in section ‘‘Christchurch strong motion stations considered.’’

To illustrate how the level of site amplification is manifested in the systematic residuals of
each site, Figure 8 plots the systematic residual (i.e. a + dS2S) from all three analysis methods
for four sites. Figure 8a shows the results for HVSC, which consistently produced exception-
ally strong ground shaking throughout the Canterbury Earthquake Sequence (Bradley, 2015;
Jeong and Bradley, 2017a). This is evident from the large underprediction at T\1 s when site

(a) (b)

(c) (d)

Figure 7. Spectral acceleration amplification functions (i.e. the ratio of computed ground surface motion
over the input motion) from wave propagation site response analyses for (a) CBD, (b) Eastern Suburbs, (c)
Western Stiff Gravel sites, and (d) Other Sites. The small diamonds indicate the small-strain, pressure-
independent profile period (T�1 ) for each site.
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effects are not considered (i.e. the reference viscoelastic simulations). The empirical VS30-
based amplification does not capture the strong site response and still severely underpredicts
at short periods. The wave propagation site response analysis performs significantly better in
this period range as a result of significant amplification being predicted (as shown in spectral
amplification function of Figure 7d). Jeong and Bradley (2017a) found that this strong ampli-
fication can be attributed to 1D site effects from a large near-surface impedance contrast,
and 2D/3D shallow basin response (Jeong and Bradley, 2017b). Since non-1D site response
is not modeled in this study, further reduction in the systematic residual in Figure 8a would
be possible using more comprehensive site effects modeling. It is also important to note that
the 1D wave propagation method actually results in a slight overprediction due to the large
amplification at T �1 and that this could be improved by a more complex site response model
that yields amplification over a broader period range.

Figure 7a shows that REHS (a soft peat soil site; Figure 2) systematically produces
large site amplification and strong ground motions. The systematic residual for REHS in
Figure 8b illustrates that the reference viscoelastic simulation greatly underpredicts spec-
tral accelerations at the profile period (T �1 ;0:6 s). The VS30-based method does not fully
capture the level of site amplification, and still results in substantial under-prediction at
T �1 . The wave propagation approach is better able to capture the strong amplification at
the profile period and greatly reduces the systematic residual for this site.

(a) (b)

(c) (d)

Figure 8. Comparison of systematic effect (i.e. a + dS2S) from three analysis methods for four sites: (a)
HVSC, (b) RHSC, (c) REHS, and (d) SWNC.
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As shown in Figure 8c, RHSC is yet another site at which the wave propagation site
response analysis better predicts site amplification at the profile period. This site also
demonstrates the overpredicting bias at short periods from the wave propagation analysis
that is shown Figure 5 and discussed in section ‘‘Model systematic bias and total uncer-
tainty for all events and sites considered’’ (i.e. trend (3)), which is likely a result of overpre-
diction in the HF component of the reference simulations.

Finally, Figure 8d illustrates that at SWNC (a Western Stiff Gravel site; see Figure A.1
in Supplemental Appendix A) site response is negligible and therefore, all three analysis
methods result in similar residuals. This trend is typical of all the Western Stiff Gravel sites.
The large overprediction at T = 0:5� 3:0 s, which is discussed in detail in section ‘‘Site-to-
site, dS2Ss, and within-event, dWes, residuals,’’ is also typical of these stiff gravel sites.

While the 1D wave propagation site response analysis is better able capture the large site
amplification at the profile period for these sites, accurately predicting the precise amount
of amplification at the profile period and at other periods is more challenging. The features
presented in Figure 8 are further discussed with respect to all sites in Supplemental
Appendix C. The systematic residual from all three analysis methods are plotted for every
site in Figure E.2 of Supplemental Appendix E.

Figure C.1 in Supplemental Appendix C plots the systematic residual for all sites
divided into groups (as in Figure 2) for both wave propagation and empirical methods. It
highlights the trends in bias that are discussed in section ‘‘Model systematic bias and total
uncertainty for all events and sites considered.’’ Figure C.2 in Supplemental Appendix C
directly compares the systematic residual at the profile period from empirical and wave
propagation methods. The results indicate that for approximately 15% of sites, the wave
propagation method greatly reduces the systematic residual. These sites are generally
softer soil sites or sites with a large impedance contrast near the ground surface.

Comparison of observed and simulated response at nearby sites. This section compares the
ground surface response of nearby sites within a group from both observed and simulated
ground motions to examine whether the site response methods can capture local variability
in ground motion that is presumably attributed only to near-surface site effects. Because
the sites in the region considered here (i.e. CBD sites) are spatially close, this depiction of
the data assumes that the incident ground motion below near-surface soils are practically
similar. Spectral ratios are computed at every site and for every event as the ratio of the
surface response spectrum for each site (i.e. SAe, s) to the geometric mean response spec-
trum for the full group of sites (i.e. SAe, mean). At every site, the geometric mean spectral
ratio is then computed across all 11 events. This computation is expressed in equation
form in Equations 4 and 5. The average spectral acceleration for an event, e, across all four
sites in the CBD group (i.e. Nsites = 4) is computed as

SAe, mean = exp
1

Nsites

XNsites

s = 1

ln(SAe, s)

" #
ð4Þ

At each site, s, the ratio of spectral acceleration at that site to the average spectral accel-
eration for the group is computed for all events. The average ratio across all 11 events (i.e.
Nevents = 11) is expressed as
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SAs

SAmean

= exp
1

Nevents

XNevents

e = 1

ln
SAe, s

SAe, mean

� �" #
ð5Þ

The advantage of using this type of metric versus others examined thus far is that it does
not require assuming that the simulated incident ground motion below sites is consistent
with observed ground motions. Figure 9 plots these spectral ratios for the CBD group from
(a) observed ground motions, (b) simulated ground motions that neglect site effects, and
those that model site effects via (c) wave propagation and (d) empirical VS30-based site
response. The observed ground motion ratios clearly illustrate strong amplification in the
REHS ground motion relative to the other sites at periods T = 0:5� 2 s, as well as weaker
shaking in this period range for Christchurch Botanic Gardens (CBGS). REHS is the soft-
est of all 20 sites with the lowest VS30 (i.e. 155 m/s), as it has approximately 9 m of peat
and soft silt below the ground surface (Wotherspoon et al., 2014). Other studies have also
identified REHS as a site of exceptionally large site amplification (Bradley, 2015; Bradley
et al., 2015).

As expected, because the distance between the sites is less than 2.5 km, the reference vis-
coelastic simulations with no site effects are similar across all CBD sites (Figure 9b). On

(a) (b)

(c) (d)

Figure 9. Response spectral ratios for sites within the Christchurch CBD from (a) observed ground
motions, (b) reference viscoelastic simulations without site effects, (c) simulations with wave propagation
site response, and (d) simulations with empirical VS30-based site response. The spectral ratio
corresponds to the mean ratio for all 11 events where the ratio for an individual ground motion is the
spectral acceleration for a given site over the mean spectral acceleration from all sites in the group.
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the contrary, the wave propagation site response analysis does a reasonably good job of
capturing many of the relative differences in observed ground motions between sites
(Figure 9c). Most notably, the wave propagation method captures the strong amplification
near the profile period of REHS, although not to the full extent across the entire period
range (i.e. T = 0:5� 2 s). At short periods, the below average and above average ampli-
tudes at Christchurch College (CCCC) and REHS, respectively, are also captured by the
models. In addition, the below average amplitudes at T’0:2� 3 s at CBGS are also seen
in the wave propagation analysis. Some of the features that are inconsistent between the
observed ratios and the wave propagation ratios can be attributed to the reference viscoe-
lastic simulation (i.e. imprecision in the input motion) such as the strong relative deamplifi-
cation in CCCC at about T = 0:6 s, again illustrating that imprecision in the input motion
will manifest as unfavorable bias in the computation of residuals.

Unlike the wave propagation method, the empirical VS30-based method (Figure 9d) fails
to capture all of the aforementioned trends in ground motions at nearby sites. This is most
evident in the REHS ratios at which the relative amplification from this method is not
nearly as large or broad as the observations. This exercise reiterates the significance of expli-
citly modeling site response for sites that are soft and/or exhibit strong site amplification as
is discussed further in Supplemental Appendix C, but elucidates the difficulty in accurately
predicting the precise amplitudes and frequency-dependence of ground amplification.

Comparison with prediction from empirical GMM

Until now, focus has been on the use of simulated viscoelastic ‘‘input’’ and alternative
representations of surficial site response. In order to highlight the merit in this work pre-
sented to date, it is critical to benchmark results from these alternative physics-based
ground motion simulations to conventional empirical GMMs, which are the current stan-
dard of practice for ground motion prediction. For the purpose of illustrative comparison,
predicted response spectra were computed for all events and sites considered using the
Bradley (2013) New Zealand-specific GMM, and residuals computed and partitioned
according to Equations 1 to 3. Figure 5 plots the systematic model bias and total standard
deviation for all events and sites from the three physics-based ground motion simulation
methodologies, and the empirical GMM which also utilizes VS30-based site amplification
(from Chiou and Youngs, 2008).

In examining Figure 5a, no notable differences in the magnitude of bias are observed
for T\1 s. For T.1 s, the bias in the GMM prediction increases substantially with increas-
ing period, such that the GMM greatly underpredicts the long period intensity and the bias
is significantly greater than that from physics-based simulations for T.5 s. Such long
period bias has also been noted by Van Houtte (2017). Even for T.1 s, the wave propaga-
tion method has substantially lower bias than the GMM.

In Figure 5b, the total standard deviations show slightly less uncertainty for the GMM
at T\1 s, and moderately less uncertainty for T = 1� 5 s. For T.5 s, the empirical GMM
predicts ground motion with similar uncertainty as the physics-based approaches. Figure
D.1 in the Supplemental Appendix D compares the components of standard deviation
from all analysis methods. Figure D.1 in Supplemental Appendix D demonstrates that it
is the between-event uncertainty, t, that results in lower s for T = 1� 5 s, and the site-to-
site uncertainty, fS2S that results in higher s for T.5 s from the GMM compared with
the physics-based methods. Considering both the magnitude of bias and uncertainty, it
can be concluded that for T\5 s the physics-based simulation and empirical GMM
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methods predict ground motion with comparable performance while for T.5 s the
physics-based methods performs significantly better.

All components of standard deviation from this study are also compared with previ-
ously published values from empirical prediction models in Supplemental Appendix D.
Figure D.2 in Supplemental Appendix D again shows that these physics-based simulation
methods can predict ground motion with comparable uncertainty as empirical GMMs.

Conclusion

This study compares and contrasts alternative approaches to modeling site response in
physics-based ground motion simulations, and specifically highlights the benefits and hin-
drances of using a physics-based wave propagation site response methodology as opposed
to the standard-of-practice empirical VS30-based approach. In terms of the overall model
bias across all events and sites considered, three notable observations are made: (1) Over a
wide period range, consideration of site effects using both the empirical and wave propa-
gation methods results in reduced bias (i.e. residuals closer to zero) relative to the reference
viscoelastic simulations which ignore site effects and grossly under-predict spectral accel-
erations, (2) the VS30-based approach significantly over-amplifies long period ground
motions and the wave propagation method performs better in this period range, suggest-
ing that the LF component of the ground motion simulation is capturing deep site effects
reasonably well already, leading to a ‘‘double counting’’ of amplification, and (3) the
empirical VS30-based method performs slightly better than the wave propagation approach
at short periods for which the wave propagation method overpredicts ground motions;
This is also exacerbated by an over-prediction from the HF component of the simulation,
as seen from the viscoelastic reference prediction for a reference shear wave velocity of
500 m/s. The total standard deviation is reduced for T\2 s when site effects are consid-
ered, however, there is no notable difference in s between the wave propagation and
empirical site response methods. The site-to-site uncertainty, which reflects uncertainty in
site amplification, is also greatly reduced at approximately T = 0:3� 5 s by modeling non-
linear site effects. Explicit modeling of site response via wave propagation results in even
greater reduction in site-to-site uncertainty near the profile periods of the SMSs consid-
ered (i:e: T = 0:2� 1 s).

While the systematic residual in ground motion prediction at the profile periods from
the physics-based wave propagation and empirical VS30-based methods are comparable for
the majority of sites, significant improvements are realized in some instances with the wave
propagation method for very soft sites or sites that exhibit exceptionally large site response.
For these sites, the empirical VS30-based site amplification fails to capture the large amplifi-
cation and greatly under-predicts. Comparisons of average amplifications from nearby
sites indicates that the wave propagation method is better able to model relative trends in
site specific shallow ground response.

Investigation into systematic residuals and within-event single-station standard devia-
tions for stiff gravel sites that have negligible impedance-based site response suggests that
there is imprecision in the reference viscoelastic simulated motions which are used as input
to the site response analyses. This likely limits the amount of improvement that can be rea-
lized by explicitly modeling nonlinear site effects.

Perhaps of utmost importance, these physics-based ground motion simulations with
nonlinear site effects (especially the wave propagation method), can generally predict
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spectral accelerations with comparable bias and uncertainty, and with significantly lower
bias at T.5 s relative to empirical GMMs. This suggests that these simulated ground
motions are equally as appropriate as conventional empirical GMMs for use in geotechni-
cal and structural response history analysis. In addition, because of the physics-based
nature of wave propagation site response coupled with physics-based ground motion
simulations, there is significant room for improvement. This could be via improvement of
the simulations themselves (i.e. refinement of regional velocity models, and development
and adoption of improved methodologies), or the site characterization and site response
analysis.

Data and resources

Observed ground motions used for computing prediction residuals were downloaded from
the GeoNet file transfer protocol (ftp://ftp.geonet.org.nz/strong/). The physics-based
ground motion simulations were obtained from Hoby Razafindrakoto et al. (2016). The
simulations for the 2010 Darfield and 2011 Christchurch earthquakes are available on
SeisFinder (https://quakecoresoft.canterbury.ac.nz/seisfinder/).

Figures 1 and 2 were generated using Generic Mapping Tools (http://gmt.soest.ha
waii.edu/), and the remaining figures were generated in Python (https://www.python.org/)
and Matplotlib (https://matplotlib.org/).
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