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A B S T R A C T

This paper presents the development of depth- and Vs30-dependent parametric velocity and spatial correlation
models to characterise shear-wave velocities within the geologic layers of the Canterbury New Zealand sedi-
mentary basin. The models utilise data from 22 shear-wave velocity profiles of up to km2.5 depth, derived from
surface wave analysis, juxtaposed with models which detail the three-dimensional structure of the geologic
formations in the Canterbury sedimentary basin. Parametric velocity equations are presented for Fine Grained
Sediments, Gravels, and Tertiary layer groupings. Spatial correlations were developed and applied to generate
three-dimensional stochastic velocity perturbations. Dispersion curves for the stochastic models and observed
velocity profiles show good agreement over a wide frequency range with the dispersion data underlying the
velocity profiles used as input data, indicating that the parametric perturbed velocity profiles replicate the
dispersion characteristics of the observed velocity profiles. Collectively, these models enable seismic velocities to
be realistically represented for applications such as 3D ground motion and site response simulations.

1. Introduction

The 2010-2011 Canterbury, New Zealand, earthquake sequence
produced strong ground motions in Canterbury and urban Christchurch
causing significant damage to structural and geotechnical systems
[1,2]. The complex three-dimensional geologic structure of the Can-
terbury sedimentary basin was a likely salient factor in the appreciable
spatial variability of ground motions, as the soft sedimentary deposits
resulted in both basin and nonlinear near-surface soil response effects
that have been investigated empirically [3,4] and through physics-
based ground motion simulations [5,6]. Ongoing examination of these
factors via 3D physics-based ground motion and site response simula-
tions require detailed models of the three-dimensional geologic and
velocity structure of the Canterbury sedimentary basin.

The regional geology in Canterbury consists of Interbedded
Quaternary Gravels and Fine Grained Sediments in urban Christchurch
[7,8] which overlie Tertiary deposits and subsequent geologic basement

[9,10]. Geologic surface models that define the three-dimensional
structure of different geologic units have been developed for the Can-
terbury sedimentary basin [11,12]. The structure of the near surface,

<z m500 , Quaternary deposits (gravels interbedded with silts, clays,
peat, and shelly sands) was mapped by Lee et al. [11], and the deep
structure, >z m500 , of Neogene (Late Tertiary) and Paleogene (Early
Tertiary) deposits have been detailed by Lee et al. [12]. Seismic velo-
cities within the different geologic units in Canterbury have been in-
vestigated by a number of researchers. Velocities for the Tertiary de-
posits have been investigated by Lee et al. [12] based on correlations
with P-wave (Vp) travel times from seismic reflection lines and well logs
in combination with migration and interval velocities from Barnes et al.
[13] to specify constant Vp velocities for each of the Tertiary units.
Given the inability to develop more complex and realistic models
without robust data, shear-wave (Vs) estimates were subsequently de-
rived from the empirical relationships of Brocher [14]. The adoption of
constant velocities for a given geologic unit fails to accurately
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characterise velocity variations (with depth principally, but also lat-
erally) and results in artificially large velocity contrasts at geologic
boundaries. This simplified velocity prescription is also problematic
when a geologic unit outcrops as the velocities can be unrealistically
high. Additionally, prescription of constant velocities is too simplistic
for simulating high frequencies.

Two recent studies [15,16] have developed deep Vs velocity profiles
as a function of depth (z) using surface-wave-based methods, which offer
the potential to develop more detailed representation of velocity struc-
ture across the entire Canterbury sedimentary basin. Teague et al. [15]
proposed a depth-dependent parametric Vs equation to prescribe shear
wave velocities within the Riccarton Gravels (the shallowest gravel layer
in urban Christchurch) and noted the large regional velocity variability.
Deschenes et al. [16] proposed three unique depth-dependent parametric
equations to characterise shear-wave velocities in the Quaternary units.
These equations prescribe velocities to three groups of Quaternary de-
posits: Interbedded Gravels, Non-Interbedded Gravels and Fine Grained
Sediments (i.e. sands and silts). Deschenes et al. [16] utilised two sepa-
rate equations to prescribe Gravel velocities, which can lead to an un-
intended discontinuity at the lateral Interbedded - Non-Interbedded
boundary, which would not exist with a single unified equation.

Modelling velocity heterogeneities is important for physics-based
wave propagation models as they contribute to scatter which excites
coda waves [17,18] that have implications in ground motion modelling
[19–21]. Given a paucity of data it is not presently possible to determi-
nistically represent velocity heterogeneities at fine spatial scales. How-
ever, a simplistic statistical model that replicates velocity variability from
observations can be used as a means of representing small-scale velocity
heterogeneities. Such models utilise spatial correlations developed from
geostatistical analysis to generate velocity perturbations.

This paper presents the development of parametric velocity func-
tions that prescribe shear wave velocity as a function of depth and Vs30,
based on 22 observed velocity profiles distributed throughout urban

Christchurch and the Canterbury region [15,16]. The developed para-
metric functions prescribe velocities to the 11 geologic units of the
Canterbury sedimentary basin grouped into three distinct geologic ca-
tegories: Fine Grained Sediments, Gravels and Tertiary deposits. Spatial
correlations are developed that can be applied to generate velocity
perturbations that replicate the velocity variability within the observed
velocity profiles. Together the parametric velocity functions with spa-
tial correlations and regional geologic surface models are applied to
generate one-dimensional velocity profiles, two-dimensional velocity
transects and three-dimensional velocity models of the Canterbury se-
dimentary basin, all with small-scale stochastic heterogeneities. Finally,
as one means of independently demonstrating validity, dispersion
curves for the stochastic models are then compared with the dispersion
data underlying the surface-wave derived velocity profiles.

2. Data sources

The adopted datasets for developing the parametric functions and
spatial correlations comprise shear-wave velocity profiles and stratigraphic
profiles of the geologic structure. The velocity profiles are distributed
throughout Canterbury and detail the one-dimensional velocity structure
at a site, while stratigraphic profiles are derived from geologic surface
models which detail the regional geologic structure. The following sub-
sections present details of these two datasets. It is acknowledged that both
of these datasets represent model-derived data as opposed to direct mea-
surements, but for brevity herein we simply refer to them as 'data'.

2.1. Shear wave velocity profile data

Shear wave velocity profiles from two studies at sites located
throughout urban Christchurch [15] and the wider Canterbury region
[16] are utilised. Due to the complexities involved with generating
velocity profiles (requirements for specialist equipment and knowledge,

Fig. 1. (a) Location of the Canterbury region within New Zealand; (b) spatial distribution of the 22 velocity profiles used in this study in the Canterbury region, and
(c) urban Christchurch.
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intricacies associated with data acquisition and processing) these were
the first studies to generate deep velocity profiles in Canterbury. Note
that for the purposes of this work, deep ( >z m500 ) profiles were de-
sired, and therefore we ignore other ‘shallow’ investigations in the re-
gion [e.g. [22]].

Fig. 1 presents the location of the Canterbury region within New
Zealand and the spatial distribution of shear wave profiles from the two
studies. Both Teague et al. [15] and Deschenes et al. [16] utilised surface
wave analysis methods to characterise the velocity structure at a site.
Active source Multi-channel Analysis of Surface Waves (MASW) [23] and
passive source Microtremor Array Method (MAM) [24] techniques were
employed to generate dispersion curves for each site, which were then
inverted using apriori subsurface information (e.g. depths to geologic
horizons, discussed further in Section 2.2) to yield a site-specific velocity
profile. As this inversion is non-unique, a number of velocity profiles
were generated for each site which fit the observed dispersion data
equally well. Specifically, both Teague et al. [15] and Deschenes et al.
[16] present 1000 lowest misfit profiles, and the median of these profiles
was utilised in this study. As an illustration, Fig. 2 presents median
profiles from two sites in Canterbury. The characteristics of the velocity
profiles are dependent on their region of origin. Specifically, profiles can
exhibit reversals if they are located within the interbedded region (see
Fig. 1) while sites outside of this region do not. Profiles are prescribed as
layered earth models comprised of multiple layers, between which con-
stant shear wave velocities are applied.

The maximum depth of the velocity profiles varies from approxi-
mately m500 2500 , with profiles terminating at the geologic basement
or the Banks Peninsula Volcanics, signified by a significant increase in
velocity. In total, 22 median velocity profiles were utilised in this study
with 13 located within Christchurch [15] and 9 within the wider
Canterbury region [16].

2.2. Regional geology models

The geologic structure of the Canterbury sedimentary basin has
been recently modelled by Lee et al. [11] and Lee et al. [12], drawing
on prior work of Brown et al. [8], Talbot et al. [25], White and Della
Pasqua [26] for Quaternary units and Forsyth et al. [9], Hicks [10],

Ghisetti and Sibson [27] for Tertiary units. Lee et al. [11,12] collec-
tively detail the three-dimensional geologic structure of eight
Christchurch Interbedded and three Canterbury Tertiary deposits re-
spectively, which were developed using a combination of cone pene-
tration tests, well logs, seismic reflection lines and regional geologic
maps spanning multiple length scales.

Lithological differences exist throughout the region due to marine
regressions and transgressions, resulting in interbedded gravels and fine-
grained sediments in urban Christchurch [7]. Fig. 3 presents an East-
West cross section through the interbedded layers within Christchurch.
This interbedded structure ceases inland where the fine-grained sediment
formations taper to zero thickness, the boundary of this interbedded
region corresponds to historic sea levels and can be seen in Fig. 1. Below
these layers lie Tertiary deposits and subsequently geologic basement.

2.3. Attribution of data to geologic layers

Velocity profiles at the 22 sites in Fig. 1 were developed utilising geo-
logic layer depths from Lee et al. [11] and Lee et al. [12] as constraints
which were allowed to vary within pre-defined vertical uncertainty bounds.
Therefore, the exact depths of the geologic surfaces (interpolated from the
Lee et al. [11,12] geologic surface models) differ in the predictive model
from those of the profiles generated from inversion. However, as this dif-
ference is relatively small, the profiles can be decomposed and the con-
stituent sections attributed to one of the 11 distinct geologic formations.

The velocity profiles are layered models that assume constant ve-
locities within each layer, as a simplification of a more continuous
variation with depth. As a result, the centre depth and velocity of each
layer are adopted to represent the respective layer as discrete points for
subsequent analysis. The number of layers used to model velocities
within different geologic formations in a velocity profile varies with the
thickness of the formation, with some deposits modelled by two or
more layers. These points enable profile sections corresponding to
specific geologic formations to be grouped and analysed together. As an
example, Fig. 4 illustrates how the profile at LINC was analysed using
the geologic surface depths at this location to attribute velocities to
geologic formations (note that the depth from geologic surface models
are not an exact match with the velocity profiles due to the inversion

Fig. 2. Examples of shear-wave velocity profiles from
strong motion sites DFHS and LINC with two depth
scales for examining shallow and deep velocities. The
velocity structure at LINC exhibits velocity reversals
as a result of interbedded gravel and fine grained-
sediment layers, while the gravel-dominated qua-
ternary deposits at DFHS site exhibit monotonically
increasing velocities (see Fig. 1).
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process allowing these to vary). Not all layers from the original profiles
were used as some represented unrealistic velocities, these typically
occurred in the Banks Peninsula Volcanics or at large depths within the
assumed geologic basement.

Developing unique parametric functions for each of the 11 distinct
Canterbury layers (Fig. 3) was not possible due to data paucity. As a
result, layers were grouped into three geologic categories for this ana-
lysis as noted in Table 1: Fine Grained Sediments, Gravels and Tertiary
deposits. Fine Grained Sediments and Gravels, deposited during cyclic
marine transgressions and regressions [7,11], differ significantly in
composition with Gravels being stiffer with higher velocities, for a
given confining pressure, than Fine Grained Sediments. Below these
Interbedded layers are three Tertiary deposits of variable composition
overlying the geologic basement [12].

3. Parametric velocity equation development

3.1. Model formulation

Previous research has utilised polynomial- and exponential-type
models to characterise geologic shear wave velocity as a function of
depth. Polynomial functions were used, for example, in the United

States Geological Survey velocity model of the San Francisco Bay Area
[28] which employed numerous distinct polynomial equations to
characterise velocities in different geologic units. A Central Eastern
United States velocity model [29] utilises a polynomial function to
characterise the near surface velocity structure.

Fig. 3. Schematic East-West cross-section of the interbedded geologic structure in Canterbury with marine formations (deposed during marine transgressions when
sea levels are high) tapering to zero thickness in the westward direction. Formation acronyms in the right of the figure are presented in Table 1 [After 11, 16].

Fig. 4. Median Vs profile at site LINC illustrating attribution to different geologic formations.

Table 1
Geologic unit groupings used in the construction of parametric velocity func-
tions.

Layer Grouping Geologic layers

Fine Grained Sediments Christchurch/Springston (CF/SF)
Bromley (BF)
Heathcote (HF)
Shirley (SF)

Gravels Riccarton (RG)
Linwood (LG)
Burwood (BG)
Wainoni/Undifferentiated (WG/UG)

Tertiary Pliocene
Miocene
Paleogene
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Exponential models have been utilised, for example, in a velocity
model of Southern California [30] which employed the exponential
model of Faust [31]. Deschenes et al. [16] presents models for the
Canterbury region based on the exponential form of Lin et al. [32] for
application to three different geologic settings in Canterbury with an
additional median representative fit for the region. With sufficient em-
pirical data for constraint there are no conceptual differences between
the use of polynomial or exponential functions, however some poly-
nomial functional forms can be non-physical when extrapolated, and
thus typically require depth constraints in their application [e.g. 29].

Depth is a general parameter utilised in all velocity prescribing
equations, as a substitute for confining pressure, with some functions
additionally supplementing this with age [31] and Vs30 (the time-aver-
aged shear-wave velocity in the top 30 m) [29]. Age was considered an
unnecessary term for inclusion within the parametric velocity functions
in this study, as it is essentially a proxy for depth when sediments are
sequentially deposited and significant uplift has not occurred over the
period of interest, as is the case in the Canterbury sedimentary basin. A
Vs30 dependence allows near surface velocity information to be in-
corporated within estimates for deeper ( >z m30 ) velocities and
therefore was adopted for inclusion as discussed subsequently.

Three exponential-type functional forms were considered in this
study, each of which adds an additional parameter to characterise ve-
locities: the first parametrisation is an exclusively depth-dependent
functional form, Equation (1); the second incorporates a Vs30 term
within the prediction, Equation (2); and the third implements a Vs30
taper to restrict the effect of Vs30 to only influence the velocities in the
near surface, Equation (3).

The mathematical formulation for the depth-dependent functional
form is

= +V a b zln( ) ln( ) ln( )s (1)

where z is the depth, a and b are constants, and ln is the natural loga-
rithm. Building on this formulation, the second functional form, which
incorporates Vs30, is

= + + +V a b z c d Vln( ) ln( ) ln( ) ln( ) ln( )s s30 (2)

where c and d are constants. It is possible to reduce the number of
constants in Equation (2), however, due to the incremental construction
technique used in Section 3.2 these constants are kept independent
which allows for the same values for the constants to be applied to all
three functional forms. The final functional form, building on Equation
(2) by introducing a tapering of the Vs30 term is

= + + +V a b z z e c d Vln( ) ln( ) ln( ) exp[ ( / ) ][ln( ) ln( )]s
f

s30 (3)

where e and f are constants. Depth was adopted as the primary pre-
dictor as confining pressure increases with depth, which subsequently

increases velocities. The inclusion of a Vs30 term allows for near surface
velocities to aid in the prescription of deeper ( >z m30 ) velocities. The
tapering of the Vs30 term reduces its effect with depth (and therefore
should not affect predictions when > >z m30 ), since Vs30 contains
physical information for only the upper m30 of the crust. The fitting of
the coefficients to these functional forms for the Canterbury data is
presented in Section 3.2.

When fitting parametric functional forms to the observed velocities
(Section 3.2) analysing prediction residuals allows systematic trends to
be identified and models to be refined. Prediction residuals for a single
velocity observation can be calculated using the classical residual for-
mulation of

= +V Vln( ) ln( )obs pred (4)

where Vobs is the observed velocity, Vpred is the predicted velocity via
Equations (7)–(9) and is the total residual. Using mixed effects re-
gression [33], the total residual can be apportioned into between- and
within-site residuals ( bs and w, respectively) using

= +b ws (5)

bs represents the mean difference between the observed and modelled
velocities for all observations at an individual site, while w is the
‘remaining’ residual for a single velocity observation and represents the
unexplained behaviour not captured by the model or bs. Both bs and
w are assumed as independent normally distributed with zero mean

and standard deviations of bs and w, respectively. The total standard
deviation is then defined as:

= + .Vs b wln
2 2

s (6)

3.2. Application to data

3.2.1. Depth-dependency
Depth-dependent exponential models were fitted to the three layer

groupings using the functional form presented in Equation (1). Fig. 5
illustrates the exponential models for the three layer groupings. Coeffi-
cients for the three models and the depth range of the observed velocities
utilised in generating these are shown in Table 2. The depths of the
observed velocities, which were utilised in generating the depth-depen-
dent fit, vary by layer grouping. The observed velocities of the Gravel
layer grouping extend to greater depths than the Fine Grained Sediment
layers, especially in West Canterbury outside of the Interbedded
boundary, where the stratigraphy is exclusively gravels from the ground
surface through to the Tertiary deposits. The depth range from the ve-
locity profiles distributed throughout Canterbury do not represent the
full range of depths we aim to be able to prescribe velocities at. Geologic

Fig. 5. Depth-dependent models for: (a) Interbedded Gravels and Fine Grained Sediments; and (b) Tertiary layer groupings.
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deposits can occur outside of the ranges of the original velocity profiles,
therefore generating realistic parametric velocity equations that can be
extrapolated beyond the depths of the observed velocities which they are
conditioned on is important to be able to prescribe the velocities for the
entire Canterbury sedimentary basin.

Fig. 6 presents the fitted depth-dependent parametric velocity
functions for the Gravel and Fine Grained Sediment layers for com-
parison with previous depth-dependent velocity prescriptions for
Christchurch proposed by Deschenes [34] and reference velocity curves
from Lin et al. [32]. The two velocity curves from Deschenes [34] were
developed from the Teague et al. [15] Christchurch profiles, and can be
used to prescribe velocities up to m500 , the depth at which these curves
converge. At depths greater than m500 , Deschenes [34] utilises one
model to prescribe all velocities independent of geologic type. A com-
parison with the depth-dependent model for the Fine Grained Sedi-
ments reveals Deschenes [34] predicts higher velocities for >z m35 ,
which may be a result of the enforced convergence of the Deschenes
[34] Gravel and Sediment models at =z m500 .

3.2.2. Vs30-Dependency
Fig. 7 presents the relationship of Vs30 and the between-site residuals

( bs) from the depth-dependent model (obtained here directly from the
observed velocity profile) for the Gravels and Fine Grained Sediments.
The dependence of bs on Vs30, shown by the positive linear trends,
suggests that there is relative bias in the prediction of Vs with respect to
Vs30. The positive trends indicate that Vs for low Vs30 sites are system-
atically overpredicted relative to high Vs30 sites. As Vs30 is a strong
predictor of the velocities in the interbedded layers at a site, this war-
rants its inclusion in the prediction functional form. Analysing the

between-site residual for the Tertiary layers indicated that Vs30 did not
have a strong relationship with bs (as would be expected given the
depth of Tertiary deposits).

Table 3 presents the coefficients for the depth- and Vs30-dependent
parametric function (Equation (2)) for the Gravel and Fine Grained
Sediment layer groupings. Mathematically, the coefficients a and c
could be combined to form a new constant (see Equation (2)), however,
they are presented here separately such that the same values for the
coefficients are applicable in Equations (1)–(3).

3.2.3. Tapering of Vs30-dependence with depth
The Vs30-dependency developed in Section 3.2.2, and given by

Equation (2), is constant with depth. However, its physical importance
should diminish with increasing depth because Vs30 should not be pre-
dictive of velocities at depth > >z m30 . Further modification is
therefore necessary to ensure that the influence of Vs30 appropriately
diminishes with depth. Equation (3) introduces an exponential decay
term for tapering of the Vs30 effect, where the parameters e and f are
defined to scale the spatial length and rate of transition over which the
taper is applied. Larger values of e are associated with the tapering
being applied over a larger depth range, while increasing the f coeffi-
cient increases the rate at which the effect of the taper reduces to zero.
There were two primary considerations in the adoption of these coef-
ficients; first the length over which the taper is applied should seek to
minimise the misfit with observed data; and second is minimising the
amount of unintended velocity reversals that could occur at the mod-
elled Gravel - Tertiary layer interface - these reversals typically occur as
this interface tends toward the ground surface ( <z m50 ), where the
Tertiary equation for velocity is unconstrained by observed data (i.e.
Fig. 5b for <V m s600 /s ). Velocity reversals are not always non-physical,
for example, the transition from Gravels to Fine Grained Sediments
often has a reversal (e.g. Fig. 2). Undesirable velocity reversals are
those that occur away from geologic boundaries where we expect this
behaviour. E.g. we expect velocity reversals at specific geologic tran-
sitions due to the relative composition of different layers, the velocity
reversal at the transition from stiff gravels to fine-grained-sediments is
expected, while the velocity reversal at the transition from the gravel to
the tertiary layer at m120 in Fig. 12 is not desired as we expect velocities

Table 2
Depth-dependent model coefficients (Equation (1)).

Layer grouping a b Depth range of observed velocities (m)

Fine grained sediments 144 0.228 0-150
Gravels 238 0.197 0-500
Tertiary 150 0.290 150-1800

Fig. 6. Comparison of depth-dependent models for Fine Grained Sediments and Gravel layer groupings from this study with reference models [32] and previous
Canterbury specific velocities [16].
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to only increase at this geologic boundary.
A minimum velocity for the Tertiary layers can be enforced to re-

duce non-physical velocity reversals at the Gravel-Tertiary interface,
and to prevent excessive extrapolation beyond the depths of velocity
observations. Therefore =V m s600 /s min, was implemented for the
Tertiary layers to reduce undesirable velocity reversals, this value is
based on the lowest observed velocity for the Tertiary layers.

Using a regional Vs30 model [35] in combination with the geologic
surface model for the Gravel-Tertiary interface [12], a parametric
analysis was conducted to determine the optimal values for e and f
considering the number of non-physical velocity reversals in Canter-
bury and the total misfit (i.e. the sum of the absolute value of the total
residual for all observed velocities). This lead to =e 40 and =f 2 being
adopted as the tapering coefficients for both the Gravel and Fine
Grained Sediment models. Fig. 8 illustrates the velocity ratio contrast at
the Gravel-Tertiary interface across Canterbury. It can be seen that
some regions (approximately 5.6% of the total area) exhibit velocity
reversals for the adopted tapering coefficients, however, the magnitude
of these reversals are insignificant (<2.5%).

Fig. 9 presents how the adopted Vs30 tapering affects the Gravel and
Fine Grained Sediment velocities in the near surface region for different
Vs30 values.

3.3. Adopted models

The depth-dependent parametric function was adopted to prescribe
velocities in the Tertiary layers, because it was deemed that a Vs30-de-
pendence was not justified. Additionally a minimum velocity was en-
forced for the Tertiary layers. The adopted function to prescribe

velocities to the Tertiary layers is

= + >V m
z mln( ) ln 600 for z 119

ln 150 0.290 ln( ) for z 119s
(7)

where z is the depth in meters and m s600 / represents the minimum
shear-wave velocity prescribed to the Tertiary layers.

The depth with tapered Vs30-dependency functional form Equation
(3) was adopted for the Fine Grained Sediment and Gravel layer
groupings as these velocities in these layers were found to be correlated
with Vs30. The adopted parametric models for the Fine Grained Sedi-
ment and Gravel layer groupings are

= + +V z z Vln( ) 4.97 0.228ln( ) exp[ ( /40) ][0.425ln( ) 2.33]s s
2

30 (8)

and

Fig. 7. Correlation between Vs30 and grouping-specific between-site residual, bs.

Table 3
Depth- and Vs30-dependent model coefficients (Equation (2)).

Layer grouping a b c d

Fine Grained Sediments 144 0.228 0.0966 0.425
Gravels 238 0.197 0.138 0.351

Fig. 8. Velocity ratio at the Gravel-Tertiary interface in Canterbury. Values <1
indicate a velocity increase from the Gravel to the Tertiary layer while values
>1 indicate a decrease in velocity from Gravel to Tertiary deposits (i.e. velocity
reversal).
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= + +V z z Vln( ) 5.47 0.197ln( ) exp[ ( /40) ][0.351ln( ) 1.98]s s
2

30 (9)

respectively. Equations (7)–(9) provide the median prediction of Vln( )s ,
which has a normal distribution, and Table 4 presents the standard
deviations for each of the adopted models.

4. Spatial correlations

The between- and within-site residuals ( bs and w, respectively) are
correlated spatially, and this section examines these correlations in the
horizontal and vertical planes, assuming anisotropy, using the models
presented in Section 3.3. bs was analysed in the horizontal direction as
it represents the mean difference between the parametric fit and ob-
served velocity profile. As w represents the unexplained velocity var-
iation for a single velocity observation, analysing the vertical depen-
dence of w allows for vertical variability to be characterised and
vertical correlations to be developed. Development of horizontal cor-
relations for w directly was not possible due to data paucity. Com-
bining the independently-developed vertical and horizontal correla-
tions allows for correlated velocity perturbations to be added to the
parametric velocity models (discussed in Section 5.2).

4.1. Geostatistics theory

The geostatistical method of variogram analysis [36] was used to
characterise the spatial variability of the residuals (details of the var-
iogram analysis are presented in Appendix A – Variogram_analysis).
Correlations are developed here by fitting theoretical variograms to
empirical variograms for bs and w.

As a summary of the results to follow, Table 5 presents parameters
for fitted variograms. Empirical variograms were generated by calcu-
lating the semivariance (γ, Equation (A.1)) for pairwise observations
separated by lag distance (h). Two parameters are required to fit a
theoretical variogram, c and a, the sill and range, respectively (Equa-
tion (A.2) presents the functional form of the adopted exponential
theoretical variogram). Adopting a realistic value for the sill is para-
mount when fitting a theoretical variogram. The theoretical properties
of a variogram dictate that the sill is the variance of the dataset. The
variance (i.e. the square of the standard deviations, Table 4) was cal-
culated for the different geologic groupings and these values were in
agreement with the sills of the theoretical fitted variograms indicating
valid variogram parameters.

4.2. Between-site (horizontal) correlation

Fig. 10a illustrates empirical and theoretical variograms for bs.
Logarithmic binning of data was utilised for the horizontal variogram to
ensure a consistent number of observations within each bin. Table 5
presents the theoretical exponential variogram parameters. Trial var-
iograms were fitted independently for bs to the Interbedded (Gravel
and Fine Grained Sediment) and Tertiary groupings, however, a single
variogram model was adopted as there was no clear distinction between
the variograms from Interbedded and Tertiary groupings.

4.2.1. Spatial analysis
Analysing bs allows the regional horizontal velocity variability to

be investigated in addition to generating horizontally correlated

Fig. 9. Effect of Vs30 tapering for the Gravels and Fine Grained Sediments for different Vs30 conditions.

Table 4
Standard deviations of adopted parametric models.

Layer grouping lnVs

Fine Grained Sediments 0.132
Gravels 0.176
Tertiary 0.062

Table 5
Theoretical variogram parameters for the horizontal and vertical directions.

Direction Sill, c Range, a

Horizontal ( bs) 0.00918 3.89 (km)
Vertical ( w , Interbedded) 0.0210 1.02
Vertical ( w , Tertiary) 0.00758 2.15
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velocity perturbations. The spatial variability of bs was investigated by
generating a surface to illustrate its regional trend within Canterbury,
which can be utilised to incorporate regional variability within the
parametric velocity prescriptions. Fig. 11 presents a Kriged surface of
bs based on the horizontal theoretical semivariogram (Fig. 10a).

Within urban Christchurch bs is negative, indicative of the ‘baseline’
parametric models (Equation (7) to (9)) overpredicting velocities in this
interbedded region, while in West Canterbury, outside of the inter-
bedded boundary, bs is positive, indicating an underprediction in this
region. The uncertainty associated with the Kriged surface, bs, is zero
at observation locations and increases exponentially as the distance to
nearby observations increases.

4.3. Within-site (vertical) correlation

Lag distance (h) is commonly defined as the arithmetic difference
between a pair of points. This definition works well in the horizontal
direction, however, in the vertical direction, separation distances be-
tween observed velocities differ significantly for the Interbedded layers
( m0 500 ) and the Tertiary layers ( m150 1800 ). Trial variograms
were independently fitted to w for the shallow Interbedded and deep
Tertiary layer, due to the differences in the depths of the observed
velocities the ranges of the resulting variograms differed by an order of
magnitude. Using an arithmetic definition for h it was therefore not
possible to fit a single variogram that characterised all vertical layers
adequately. An alternative definition for lag distance was developed
Equation (10), which utilises a ratio between the depths of the pair of

points, where z z1 2 and =h 0* when =z z1 2.

=h z
z

1* 1

2 (10)

The benefit of such a formulation is that variability is a fractal
function of depth. Fig. 10b illustrates empirical and theoretical vario-
grams for w. Two variograms are generated in the vertical direction,
for the Interbedded and Tertiary layer groupings, respectively. The sill
for the Tertiary layer groupings is lower than that of the Interbedded
layers. An explanation for this is the inversion methodology utilised in
the generation of the original velocity profiles. At shallow depths, the
inversion is sensitive to the velocity structure, however, this sensitivity
decreases with depth [23,24].

Additionally, the array geometry used to collect the surface wave
data inherently limits the maximum reliable wavelength (or, lowest
frequency) that can be extracted from the dispersion data. Hence, the
maximum depth of reliable profiling is related to the largest array
aperture used during testing. At some sites where low frequency dis-
persion data appeared to be coherent, Deschenes et al. [16] and Teague
et al. [15] knowingly relaxed commonly assumed maximum wave-
length-to-array aperture criteria in order to extend the inverted Vs
profiles as deep as possible in an attempt to locate basement rock. This
could be one reason why Vs for the Tertiary layers may be biased low.
Additionally, it is inherently difficult to estimate bedrock/half-space
velocities using surface wave methods. Lower-bound velocities for the
half-space are well-constrained, but upper-bound velocities are not.
Therefore, the variogram model for w was adopted to characterise the
deeper Tertiary layers.

w varies in three-dimensions, however, due to data paucity and the
relative horizontal distances between velocity observations it was not
possible to constrain a horizontal variogram for w. Therefore the range
from the bs variogram (Table 5) was adopted to constrain the hor-
izontal correlation of w, allowing random realisations of w to be si-
mulated in up to three-dimensions (see Section 5.2). Such an assump-
tion is made in lieu of the other de-facto assumptions of no, or perfect,
horizontal correlation. Further research is required to better constrain
this horizontal correlation component.

Fitted variograms can be utilised to calculate correlations. For an
exponential variogram, the correlation between two points is given by

= exp
h
ai j

i j
,

,

(11)

where i j, is the correlation between points i and j, and hi j, is the lag
distance. A comparison of the correlations from variogram models for
w using the ratio definition for lag (h*, Equation (10)) and the ar-

ithmetic definition was conducted. It was found that the correlations
agree over a range of depths and therefore, the ratio formulation for lag

Fig. 10. Empirical and theoretical variograms: (a) between-site residual ( bs), in the horizontal direction; and (b) within-site residual ( w) in the vertical direction.

Fig. 11. Spatially-interpolated Kriged surface for the mean estimate of bs.
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distance achieves its goal of unifying all layers under one variogram
model, while maintaining spatial correlations that are consistent with
the arithmetic lag formulation (a figure illustrating the correlations
from different variogram models is presented in Appendix B – Vertical
Correlation).

5. Stochastic velocity model generation and validation

This section details the applications of the parametric functions to
prescribe velocities and generation of correlated velocity perturbations
which are validated via comparisons with dispersion characteristics of
observed velocity profiles.

5.1. Parametric velocity profiles

Based on Equations (4) and (5), and noting that by definition the
zero mean of w and (zero) variance of Vln( )pred , at all locations
lat lon( , ) the mean of the parametric model is

= +µ lat lon z V lat lon z E b lat lon( , , ) ln ( , , ) [ ( , )]V s parametric sln ,s (12)

where µ Vln s is the mean velocity estimate, Vln s parametric, is the velocity
estimate from the appropriate parametric function (i.e. Equations
(7)–(9)) and E b[ ]s is the expected value of bs (e.g. as depicted gra-
phically in Fig. 11). The variance of the velocity estimate can be derived
from Equation (6).

Equation (12) is applicable in prescribing mean velocities in one-,
two- or three-dimensions throughout the Canterbury sedimentary
basin. The appropriate velocity parameterisation (Equation (7) to (9)) is
selected by interpolating the geologic surface models for the Canterbury
deposits of Lee et al. [11] and Lee et al. [12] to determine the geologic
category (Gravel, Fine Grained Sediments or Tertiary) in which the
point (in 3D space) is located. If the parametrisation requires a Vs30 and
no direct observation exists, a regional Vs30 model, can be used [e.g. 35].

5.1.1. Illustrative mean parametric 1D profiles
As an example, Fig. 12 presents the parametric velocity profile at site

LINC (velocity profiles for all 22 sites can be found Appendix C Vertical
correlations). The original median profile from inversion [16] is pre-
sented in addition to the parametric velocity profile without E b[ ]s (see
Equation (12)). It can be seen that the addition of the E b[ ]s term has the
general effect of improving the prediction in the near surface ( <z m120 )
Interbedded layers, while the prediction within the deep ( >z m120 )
Tertiary layers worsens. This arises from the least squares regime utilised
in developing the parametric velocity functions, which decreases the
overall misfit at the expense of individual velocity variations with depth.

Undesirable velocity reversals occur at the transition between the
Gravel-Tertiary interface at =z m120 (previously discussed in Section
3.2.3) for the site LINC as shown in Fig. 12, and a number of other sites
exhibit a similar behaviour. No physical evidence exists to support this
reversal, although as previously noted, the magnitude of this reversal is
small (<2.5% for all profiles) relative to the other uncertainties asso-
ciated with velocity modelling.

5.2. Correlated velocity perturbations

Modelling of crustal heterogeneity is important for ground motion and
site response simulations [37]. Scattering due to small-scale heterogeneities
can have a significant effect on seismic waveforms as they generate coda
waves [18]. Frankel and Clayton [38] determined the importance of
modelling heterogeneities in ground motion simulation while Thompson
et al. [39] investigated the effect of heterogeneities on site response.

bs and w are random variables, with zero mean, which have values
for observations. However, in lieu of observations, random values can
be simulated and incorporated within the parametric velocity predic-
tions to yield correlated velocity perturbations. For the case of three-
dimensional random field simulations: bs is simulated in two-dimen-
sions in the latitude-longitude plane to incorporate regional variability;
and w is simulated in three-dimensions to incorporate unexplained
velocity variations. The dimension of the field being generated can be
reduced to a two-dimensional cross section or a one-dimensional profile
which reduces the dimensions that bs and w are simulated in corre-
spondingly.

Random realisations of bs and w can be incorporated into velocity
realisations via Equations (4) and (5):

= + +V µ b wln V sperturbed ln
*

s (13)

where Vln perturbed is the natural log of the perturbed velocity, µ Vln s is the
natural log of the predicted velocity from Equation (12), and bs

* is
conditional on measurements (e.g. as shown in Fig. 11).

The covariance simulation method [e.g. Refs. [36,40]] was utilised
to generate spatially correlated random fields for the illustrative ex-
amples presented here. This method has a simple computational im-
plementation compared with other common simulation methods [e.g.
sequential, spectral, turning bands or circulant embedding simulation
methods [40]] but comes at the expense of computational effort. The
covariance simulation method has four core steps: first an n by n cov-
ariance matrix ( ) is constructed (utilising the semivariograms devel-
oped in Section 4), second a Cholesky decomposition is used to obtain
the lower triangular matrix (L) of the covariance matrix (where

= LL ), third a vector (u) of length n of independent standard normal

Fig. 12. Comparison of parametric velocity profile with the original profile from inversion for site LINC showing: (a) velocity profile to the geologic basement and (b)
the Interbedded layering in the top m120 and (b). Dashed lines delineate between geologic units. (Velocity profiles for all 22 sites can be found Appendix C Vertical
correlations).
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random variables (with zero mean and unit variance) is generated, fi-
nally the random field realisation (V) is calculated as =V Lu.

Realisations of bs
* and w are simulated independently using the

covariance simulation method. The entries in the covariance matrix are
given by

=i j i j i j, , (14)

where i and j are the standard deviations of the variable being si-
mulated, at points i and j, and i j, is the correlation (from Equation
(11)). In the vertical plane when simulating w, σ is constant and is the
square-root of the variogram sill. However, in the horizontal plane, for
simulating bs

*, σ varies by proximity to observations (see Section 4.2).
Fig. 13 presents one realisiation of bs

* in the latitude-longitude
plane in Canterbury incorporating the mean estimate of bs (Fig. 11)
with a random field simulation component. At the locations of observed
velocity profiles, the random field component is zero and bs

* equals the
median estimate for bs.

Fig. 14 presents two realisations of w in the vertical plane. Fig. 14a
illustrates the near surface <z m( 100 ) structure, while Fig. 14b includes
deeper maximum depths. In Fig. 14a horizontal ‘banding’ can be seen as
a result of anisotropy. Fig. 14b illustrates the deep =Z km( 2 ) structure
over a larger horizontal distance, and at this length scale the horizontal
‘banding’ is less apparent. However, in the vertical direction the effect
of the ratio formulation for lag distance (Equation (10)) can be seen as
the correlation length, the distance over which perturbations are cor-
related, increases with depth.

Fig. 15 presents a three-dimensional velocity model for Canterbury

[from 12] with correlated velocity perturbations (combining a rando-
mized bs and a randomized w). The large velocity contrast evident
between m200 and m500 is the Gravel-Tertiary interface: above this
interface gravel velocities are prescribed (Equation (9)), while below
this interface the Tertiary model (Equation (7)) is used. Consideration
of bathymetry was omitted in plotting. Multiple realisations of corre-
lated velocity perturbations can be simulated to incorporate velocity
uncertainty within ground motion and site response simulations [37].

5.2.1. Examination of perturbed profile dispersion curves
Fig. 16 presents the median parametric velocity profile at the site

BSP and 1000 perturbed velocity profiles. Velocity perturbations were
generated by simulating correlated w realisations in the vertical di-
rection. As perturbations are correlated with depth for a single rea-
lisation, profiles do not rapidly oscillate about the median profile. Ve-
locities exhibit only small variations over small depths ranges ( m10 ),
while velocities can vary significantly over large depth ranges ( m500 ).

When attempting to account for velocity uncertainty, either epis-
temic or aleatory/spatial, the varied velocity profiles should be con-
sistent with the dispersion curves of the reference velocity profile in
order to match the experimental site signature and for use in mean-
ingful site response simulations [41–43]. Therefore, a comparison of
the observed dispersion curves with the dispersion curves from para-
metric perturbed velocity profiles allows for the validity of the

Fig. 13. Correlated bs
* realisation in the latitude-longitude plane.

Fig. 14. Random field simulations of w showing: (a) the near surface region (z m100 ) and (b) deep (z m2000 ) perturbations. (Note the z-axis has been
exaggerated by factors of 10 and 12.5 in (a) and (b), respectively).

Fig. 15. Cross section of a 3D velocity model of the Canterbury with correlated
velocity perturbations. Bathymetry is omitted for simplicity. (Note the z-axis
has been exaggerated by a factor of 50).
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parametric velocity functions and perturbations to be investigated.
Fig. 17 presents a comparison of Rayleigh wave dispersion curves for

the 1000 parametric perturbed profiles for site BSP (shown in Fig. 16)
with the 1000 lowest misfit profiles from inversion [15]. For a wide
frequency range ( Hz0.5 50 ) dispersion curves for the fundamental and
first higher modes agree however, a deviation occurs at low frequencies
(< Hz0.5 ) which can be attributed to the high velocity geologic basement
being present within the inversion profiles but not in the parametric
perturbed profiles. The close agreement of the dispersion curves indicates
the parametric perturbed velocity profiles replicate the dispersion char-
acteristics of the lowest misfit inverted profiles and, by proxy, the ex-
perimental site signature, which informs realistic wave propagation

estimates beneath the site. As velocity perturbations (and spatial corre-
lations) were developed without utilising dispersion data directly, the
agreement of the dispersion characteristics gives confidence in the
methodology utilised here to develop spatial correlations and generate
velocity perturbations. Fig. 17 therefore provides qualitative evidence
that the adopted approach does not suffer from the same problems noted
in prior studies that have examined Vs randomisation [41–43].

The degree of agreement in the dispersion curves between (surface-
wave based) data and perturbed profiles for all the considered sites was
generally found to be a function of the extent to which the modelled 1D
profile is consistent with velocity values used in the model development
(as presented in Appendix C). Fig. 22 in Appendix C illustrates that there
is a generally reasonable comparison for the BSP site, and hence the
favourable comparison of perturbed dispersion curves in Fig. 17. Simi-
larly good comparisons were also observed for approximately 40% of the
considered sites (specifically 9 out of 22), with a higher proportion of
inland Canterbury sites having a greater discrepancy due to differences
in the velocity profiling with depth. Further research is required to assess
this Vs randomisation procedure for use in downstream applications.

6. Discussion and conclusions

Parametric velocity equations for sedimentary soils in Canterbury,
New Zealand, were developed using data from 22 deep shear-wave ve-
locity profiles. The equations are able to prescribe velocities to Fine
Grained Sediment, Gravels and Tertiary layer groupings. The parametric
velocity equations, when combined with a regional Vs30 model [35] and
geologic surface models [11,12], enable velocity models for the Canter-
bury region to be generated in up to three dimensions. The equations
developed prescribe shear-wave velocity, using correlations (e.g. Brocher
[14]) it is possible to obtain primary-wave velocity and density.

Geostatistical techniques were utilised to develop spatial correla-
tions which were applied to simulate random realisations of bs and w,
which were incorporated with parametric velocity functions to yield
velocity perturbations. The dispersion characteristics of parametric
perturbed velocity profiles were compared with observations and a
good agreement was found over a wide frequency range. This is in-
dicative that the velocity perturbations replicate both the velocity
variability and the dispersion characteristics at a site.

The covariance simulation method was utilised to generate random
fields. However although the method has a trivial implementation, it is
computationally inefficient (and prohibitive for simulating large fields)
compared to other methods. This is a limitation alleviated by using an
alternative method (e.g. turning bands, sequential simulation) with a
smaller computational burden, enabling very large 3D perturbed velo-
city models to be generated.

The parametric velocity equations are planned for integration into
the New Zealand Velocity Model [44] to characterise velocities within
the Canterbury region for use in ground motion and site response si-
mulations. The parametric prescriptions are a significant improvement
over the previous 1D and constant velocities prescriptions utilised to
characterise velocities in the Interbedded and Tertiary geologic layers,
respectively.

Data and resources

Detailed inversion summaries and tabulated Vs profiles for the
Teague et al. [15] sites are available on the DesignSafe Website
(https://doi.org/10.17603/DS21D4D). All other dara sources are as
listed in the references cited.

Fig. 16. Parametric velocity profile for the site BSP and 1000 realisations of
correlated perturbations (four of these realisations are coloured to distinguish
them from the 1000). The standard deviation was calculated directly from the
1000 velocity realisations.

Fig. 17. Comparison of fundamental and first higher Rayleigh wave dispersion
curves at site BSP for 1000 parametric perturbed profiles with 1000 velocity
profiles from inversion (error bars indicate one standard deviation).
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Appendix A. Variogram analysis

Variogram analysis is a two-step procedure in which an emprical variogram is calculated from the observed data, then a theoretical variogram is
fitted to this data. Theoretical variograms can then be utilised to calculate spatial correlations and in the horizontal direction aid in Kriging a surface
to represent regional velocity trends throughout Canterbury discussed further in Section 4.2.1.

Empirical variograms are calculated by comparing the variance between data separated by a given distance. As the observed data is irregularly distributed,
data within specific intervals is binned and averaged to create a smooth empirical semivariogram. The distance between intervals is referred to as the lag
distance (h) while the interval is the lag tolerance. Equation (A.1) presents the mathematical formulation for the empirical variogram. Where u is a vector of
spatial coordinates, z u( ) is the variable under consideration (in this case the velocity residuals) and h is the vector of lag distances. Empirical variograms were
generated by optimising the bin widths and lag distances such that each bin had a sufficient number of observations to ensure a representative mean.
Theoretical variograms were fitted using a the maximum likelihood technique, with the sill equalling the variance of the dataset (as for sufficiently large lag
distances observations are uncorrelated therefore the sill equals the product of the standard deviations of the two variates).

= +
=N

z zh
h

u h u( ) 1
2 ( )

[ ( ) ( )]
i

N

i i

h

1

( )
2

(A.1)

Equation (A.2) presents the functional form of the exponential variogram model adopted for the theoretical variograms, where is the semi-
variance, h is the lag distance, c is the sill, and a is the range. The sill and range of a variogram characterise the maximum variance and length over
which correlations exist, respectively. The exponential variogram model was adopted as it was found to provide the best fit amongst conventional
theoretical variogram models. A zero nugget (the semivariance at zero lag distance) was also adopted as discontinuities in velocities are not expected
in the horizontal or vertical directions within a given geologic layer at the spatial scale considered in this study.

=h c exp h
a

( ) 1
(A.2)

Appendix B. Vertical correlations

Fig. 1. Comparison of correlations for w using the arithmetic and ratio definitions for lag distance. Correlations for the arithmetic lag formulation (dashed black
lines) are shown for example variograms fitted to the Interbedded and Tertiary layer groupings; correlations using the ratio lag formulation are shown for a range of
vertical separation distances. It can be seen that the correlations using the ratio lag formulation replicate those of the arithmetic lag definition.
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Appendix C. Mean parametric profiles

Fig. 1. Velocity profile at LINC

Fig. 2. Velocity profile at SLRC

Fig. 3. Velocity profile at ROLC
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Fig. 4. Velocity profile at TPLC

Fig. 5. Velocity profile at SWNC

Fig. 6. Velocity profile at HORC
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Fig. 7. Velocity profile at RKAC

Fig. 8. Velocity profile at GDLC

Fig. 9. Velocity profile at DFHS
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Fig. 10. Velocity profile at SNBP

Fig. 11. Velocity profile at RHS

Fig. 12. Velocity profile at RWP
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Fig. 13. Velocity profile at QEII

Fig. 14. Velocity profile at PP

Fig. 15. Velocity profile at LS
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Fig. 16. Velocity profile at IF

Fig. 17. Velocity profile at HP

Fig. 18. Velocity profile at GRY
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Fig. 19. Velocity profile at GP

Fig. 20. Velocity profile at FTG

Fig. 21. Velocity profile at CCP

E.M. Thomson, et al. Soil Dynamics and Earthquake Engineering 128 (2020) 105834

20



Fig. 22. Velocity profile at BSP
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