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Abstract
Shallow site effects are indirectly considered in conventional hybrid broadband ground-
motion simulations, and their proper incorporation may be key to improving ground-
motion predictions at soil sites. This article presents and examines five methods to
adjust hybrid simulations to account for these effects. These methods use different
approaches to modeling site response and require different amounts of site-
characterization data: Methods 1 and 2 use only proxy parameters (e.g. VS30, Z1:0) to
describe the site conditions, with Method 1 relying solely on proposed site response
scaling factors in existing semi-empirical ground-motion models, and Method 2
incorporating a host-to-target velocity-profile adjustment; Methods 3 and 4 use a shear-
wave velocity profile along with two different frequency-domain approaches to predict
the linear site response, coupled with the nonlinear component of Method 1; and
Method 5 uses 1D time-domain nonlinear site-response analysis and generally requires
additional data to constrain nonlinear constitutive-model input parameters. The five
methods are applied to four sites subjected to two levels of ground-motion intensity to
illustrate the challenges involved in their implementation and to compare and contrast
the resulting adjustments in terms of site amplification. The suitability and performance
of each method will depend on multiple factors, including the availability of site-
characterization data and complexity of the site, and hence, their relative advantages
and disadvantages are discussed considering a broad range of scenarios.
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Introduction

Physics-based ground-motion simulations require the modeling of source, path, and site
effects. The latter refer to the influence that the local geology and geomorphology of the
site have on ground shaking (Stewart et al., 2017) and include seismic wave reflection and
refraction, impedance-based amplification, anelastic attenuation, and soil nonlinearity.
These phenomena can significantly modify the amplitude, frequency content, and duration
of the ground motion (Kramer, 1996), and hence, their proper modeling may be key to
improve physics-based ground-motion predictions at soil sites, as suggested by recent vali-
dation studies (e.g. de la Torre et al., 2020; Lee et al., 2020, 2022). Whereas 3D regional-
scale simulations are usually performed adopting a domain length of tens or hundreds of
kilometers, which is needed to capture source and path effects, near-surface site effects
occur on a scale of meters and require a finer spatial resolution in regional-scale modeling
than that typically considered. Two reasons hinder the explicit incorporation of these near-
surface materials in 3D regional-scale simulations: (1) the high computational cost required
and (2) the lack of detailed knowledge of the near-surface material properties at the specific
site of interest and in the surrounding area. These two factors are particularly important
when soil nonlinearity is significant, which is typically the case for design-level ground
motions.

As a result, most studies that have explicitly modeled near-surface materials in 3D
regional-scale simulations, including soil nonlinearity (e.g. Dupros et al., 2010; Fu et al.,
2017; Paolucci et al., 2016; Seylabi et al., 2021; Smerzini et al., 2017; Taborda et al., 2012),
considered one or more simplifications: for example, (1) an idealized characterization of
the sedimentary basin, represented by thick and homogeneous layers (e.g. Dupros et al.,
2010; Taborda et al., 2012); or (2) a simplified modeling of soil nonlinearity, either using
elastic-perfectly plastic constitutive models (e.g. Dupros et al., 2010; Fu et al., 2017;
Taborda et al., 2012) or a simplified nonlinear viscoelastic approach (e.g. Paolucci et al.,
2016; Smerzini et al., 2017). As an alternative, other studies have adopted an ‘‘uncoupled
approach,’’ where the regional-scale simulation is produced without explicitly incorporat-
ing the near-surface soil materials, and the resulting ground-motion time series is adjusted
to account for unmodeled local site effects. The adjustment has been performed in the fre-
quency domain (e.g. Graves and Pitarka, 2010; Lee et al., 2022; Pilz et al., 2021;
Razafindrakoto et al., 2021; Rodgers et al., 2020; Shi, 2019) and in the time domain (e.g.
de la Torre et al., 2020; Evangelista et al., 2017; Hartzell, 2002; Roten et al., 2012). This
modular approach does not require a significant increase in the computational effort and
can make use of more localized site-characterization data. It also has all the practical ben-
efits of making the two processes (regional-scale simulation and site effects modeling)
independent, such as allowing the site-response modeling to be done at any time after the
regional-scale simulation is performed (e.g. when the location-specific site-characterization
data become available), or allowing different groups of professionals (i.e. engineering seis-
mologists vs geotechnical earthquake engineers) to deal with the two parts of the problem.
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However, an important limitation of this approach is that 3D site effects can be over-
looked (e.g. Seylabi et al., 2021) depending on the specific implementation adopted.

Regarding the ground-motion simulation methodology, hybrid methods (e.g. Graves
and Pitarka, 2010; Hartzell et al., 1999; Mai et al., 2010; Ojeda et al., 2021; Paolucci et al.,
2021) are currently the most widely used in engineering applications, due to their ability to
generate realistic broadband ground-motion time series in the frequency range of interest
for structural and geotechnical systems (Baker et al., 2021). In this approach, the low-
frequency (LF) and high-frequency (HF) components of the ground motion are simulated
using different methods. The most common way in which local site effects have been con-
sidered in this methodology is through the uncoupled approach, and particularly, through
a frequency-domain adjustment using site-correction factors derived from semi-empirical
ground-motion models (GMMs) (e.g. Graves and Pitarka, 2010; Lee et al., 2022;
Razafindrakoto et al., 2021). In this method, usually only the 30 m time-average shear-
wave velocity, VS30, is needed to characterize the soil conditions, which makes it particu-
larly attractive for regional applications. However, some validation studies have shown
that its use can produce systematic overestimation at long vibration periods (e.g. de la
Torre et al., 2020; Lee et al., 2020, 2022). More advanced methods such as frequency-
domain adjustments using 1D equivalent-linear site-response analysis (e.g. Pilz et al.,
2021; Roten et al., 2012) or time-domain adjustments using 1D nonlinear site-response
analysis (e.g. de la Torre et al., 2020; Roten et al., 2012; Shi, 2019) have been also
explored. The latter has shown potential to improve ground-motion predictions relative to
VS30-based empirical site amplification, especially at complex sites (e.g. de la Torre et al.,
2020), but it generally requires considerably more site-characterization data.

Although modeling of local site effects has been widely investigated in the literature as
an individual component (e.g. Hallal and Cox, 2021; Kaklamanos et al., 2013), or as part
of site-specific adjustments to seismic hazard analysis (e.g. NRC, 2021; Rodriguez-Marek
et al., 2021; Stewart et al., 2017), relatively little attention has been given to its treatment
in the context of hybrid broadband ground-motion simulations. This simulation metho-
dology imposes specific considerations that require further examination. Specifically, ques-
tions that need to be addressed are: (1) what are the key elements for compatibility
between the regional-scale simulation and subsequent site-response adjustment, and hence
the theoretical attributes that the different methods to perform this adjustment should
consider? (2) What are the limitations of the commonly used VS30-based empirical site
amplification, and what is the root cause of the overamplification at long vibration peri-
ods observed in some studies? And (3) what is the relative fidelity of different methods as
a function of the amount of site-characterization data available?

This study presents a comprehensive examination of the aforementioned issues. First,
the different approaches that can be used to model local site effects are examined. Second,
the main aspects that must be considered to properly adjust hybrid broadband ground-
motion simulations are discussed. Next, a case study is described, which is then used to
discuss five methods for performing the site-response adjustment and compare the result-
ing site amplification factors (AFs). These methods can be applied in the presence of dif-
ferent levels of site-characterization data. In particular, Method 1 is the conventional VS30-
based approach, and Method 5 involves a time-domain adjustment based on 1D nonlinear
site-response analysis; Method 2 is proposed as a modification of Method 1 to apply the
site factor (SF) more consistently with ground-motion simulations; and Methods 3 and 4
are proposed as alternatives in the situation where some characterization data are avail-
able at the site, but it is still insufficient to adopt Method 5. Finally, the five methods are
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compared and contrasted, and additional discussion of their utilization and limitations is
provided.

Approaches for modeling local site effects

Overview

Figure 1a presents five general approaches (Approaches A–E) that can be used to model
site effects in a broad range of applications (e.g. empirical or physics-based ground-motion
modeling), and Figure 1b illustrates their relationship with the five methods (Methods 1–
5) examined in this article, which are specifically tailored to adjusting hybrid broadband
ground-motion simulations. Approaches A–E are discussed below, while the site-
adjustment Methods 1–5 are described in the ‘‘Methods for performing site adjustments to
hybrid broadband ground-motion simulation’’ section.

As illustrated in Figure 1a, going from Approach A to E implies the use of incremen-
tally less site information and the introduction of some simplifications in the description
of the site conditions and wave-propagation phenomena. Table 1 provides a comparison
between these five approaches in terms of their relative advantages and disadvantages,
and further discussion is provided below.

Approach A: 3D/2D time-domain site-response analysis

In this approach, the 3D or 2D wave equation is solved numerically (e.g. using finite ele-
ment, finite difference, or spectral element methods) at different time steps, and soil nonli-
nearity is generally simulated using plasticity models (e.g. Yang et al., 2003). This method
is the only one with the capability of explicitly simulating complex 3D/2D wave-
propagation features such as basin effects (e.g. Ayoubi et al., 2021) or wave scattering due
to soil heterogeneities (e.g. de la Torre et al., 2022a; Thompson et al., 2009), offering the
highest potential to realistically simulate site effects among the approaches presented in
Figure 1a. However, this would involve significant challenges in the model characteriza-
tion, such as data collection within a great lateral extension (e.g. Hallal and Cox, 2023) or
the definition of random-field (e.g. de la Torre et al., 2022b) and spatially distributed non-
linear parameters. Furthermore, defining an input motion on the model boundaries that
adequately reflects the spatial variability of the incident wavefield can be challenging. This
approach is not considered in the methods examined in this study to adjust ground-motion
simulations.

Approach B: 1D time-domain site-response analysis

The numerical simulation in this approach relies on the 1D wave-propagation assump-
tions: the medium is represented by laterally continuous and homogeneous layers overlying
a half-space; wavefronts are considered to be planar; and only horizontally polarized shear
waves propagating in the vertical direction are modeled (the so-called SH1D assumptions).
In addition to plasticity models, simpler cyclic stress-strain relationships (e.g. Groholski
et al., 2016; Shi and Asimaki, 2017) can be used to capture soil nonlinearity. Adopting the
SH1D assumptions has two implications: (1) it allows the problem to be represented with a
relatively simple site-response model, and using site-characterization data (e.g. geophysical
and cone penetration tests [CPTs]) that are typically collected within a relatively small area,
corresponding to the site of interest, and (2) sites with conditions that violate these
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Figure 1. (a) Time-domain and frequency-domain approaches to model site effects, and their respective
input data. (b) The relationship between these approaches and the investigated methods to perform site
adjustments to hybrid broadband ground-motion simulations. L: linear; NL: nonlinear; EQL: equivalent-
linear.

Kuncar et al. 5



T
a
b

le
1
.

C
o
m

p
ar

is
o
n

o
f
d
iff

er
en

t
ap

p
ro

ac
h
es

to
m

o
d
el

si
te

ef
fe

ct
s

A
p
p
ro

ac
h

P
ro

s
C

o
n
s

A
.
3
D

/2
D

ti
m

e-
d
o
m

ai
n

si
te

-r
es

p
o
n
se

an
al

ys
is

3
D

/2
D

w
av

e-
p
ro

p
ag

at
io

n
ef

fe
ct

s
an

d
so

il
n
o
n
lin

ea
ri

ty
ca

n
b
e

ex
p
lic

it
ly

m
o
d
el

ed
R

eq
u
ir

es
m

o
re

si
te

-c
h
ar

ac
te

ri
za

ti
o
n

d
at

a
th

an
is

u
su

al
ly

av
ai

la
b
le

Si
gn

ifi
ca

n
t

co
m

p
u
ta

ti
o
n
al

co
st

an
d

an
al

ys
t

co
m

p
et

en
cy

B
.
1
D

ti
m

e-
d
o
m

ai
n

si
te

-r
es

p
o
n
se

an
al

ys
is

1
D

w
av

e-
p
ro

p
ag

at
io

n
ef

fe
ct

s
an

d
so

il
n
o
n
lin

ea
ri

ty
ca

n
b
e

ex
p
lic

it
ly

m
o
d
el

ed
R

eq
u
ir

ed
si

te
-c

h
ar

ac
te

ri
za

ti
o
n

d
at

a
ca

n
b
e

co
lle

ct
ed

at
a

re
as

o
n
ab

le
co

st
co

m
p
ar

ed
to

A
p
p
ro

ac
h

A

Pe
rf

o
rm

an
ce

d
im

in
is

h
es

w
h
en

th
e

1
D

SH
w

av
e

p
ro

p
ag

at
io

n
(S

H
1
D

)
as

su
m

p
ti
o
n
s

d
o

n
o
t

h
o
ld

A
d
va

n
ce

d
co

n
st

it
u
ti
ve

m
o
d
el

s
re

q
u
ir

e
th

e
ca

lib
ra

ti
o
n

o
f
m

u
lt
ip

le
p
ar

am
et

er
s

C
.
1
D

fr
eq

u
en

cy
-d

o
m

ai
n

si
te

-r
es

p
o
n
se

an
al

ys
is

Li
n
ea

r
1
D

w
av

e-
p
ro

p
ag

at
io

n
ef

fe
ct

s
ar

e
ex

p
lic

it
ly

m
o
d
el

ed
R

eq
u
ir

ed
si

te
-c

h
ar

ac
te

ri
za

ti
o
n

d
at

a
ca

n
b
e

co
lle

ct
ed

at
a

re
as

o
n
ab

le
co

st
co

m
p
ar

ed
to

A
p
p
ro

ac
h

A

Pe
rf

o
rm

an
ce

d
im

in
is

h
es

w
h
en

th
e

SH
1
D

as
su

m
p
ti
o
n
s

d
o

n
o
t

h
o
ld

Li
m

it
at

io
n
s

to
m

o
d
el

so
il

n
o
n
lin

ea
ri

ty
D

.
Sq

u
ar

e-
ro

o
t-

im
p
ed

an
ce

m
et

h
o
d

Si
te

-s
p
ec

ifi
c

im
p
ed

an
ce

an
d

at
te

n
u
at

io
n

ef
fe

ct
s

ar
e

m
o
d
el

ed
R

eq
u
ir

ed
si

te
-c

h
ar

ac
te

ri
za

ti
o
n

d
at

a
ca

n
b
e

co
lle

ct
ed

at
a

re
as

o
n
ab

le
co

st
co

m
p
ar

ed
to

A
p
p
ro

ac
h

A
C

o
m

p
u
te

d
si

te
am

p
lif

ic
at

io
n

is
n
o
t

se
n
si

ti
ve

to
th

e
d
et

ai
ls

in
th

e
sh

ea
r-

w
av

e
ve

lo
ci

ty
(V

S
)

p
ro

fil
e

(w
h
ic

h
is

ge
n
er

al
ly

ch
ar

ac
te

ri
ze

d
b
y

co
n
si

d
er

ab
le

le
ve

ls
o
f
u
n
ce

rt
ai

n
ty

)

It
ca

n
u
n
d
er

p
re

d
ic

t
si

te
re

sp
o
n
se

w
h
en

re
so

n
an

ce
ef

fe
ct

s
ar

e
re

le
va

n
t

It
is

n
o
t

ab
le

to
m

o
d
el

so
il

n
o
n
lin

ea
ri

ty

E
.
Si

te
re

sp
o
n
se

co
m

p
o
n
en

t
o
f
gr

o
u
n
d
-m

o
ti
o
n

m
o
d
el

s
3
D

w
av

e-
p
ro

p
ag

at
io

n
ef

fe
ct

s
(c

o
n
si

st
en

t
w

it
h

th
e

si
te

s
co

n
si

d
er

ed
in

th
e

G
M

M
d
ev

el
o
p
m

en
t)

ar
e

im
p
lic

it
ly

ca
p
tu

re
d

R
eq

u
ir

es
co

n
si

d
er

ab
ly

le
ss

si
te

-c
h
ar

ac
te

ri
za

ti
o
n

d
at

a
an

d
an

al
ys

t
co

m
p
et

en
cy

th
an

A
p
p
ro

ac
h
es

A
–
D

C
h
ar

ac
te

ri
za

ti
o
n

vi
a

p
ro

x
y

p
ar

am
et

er
s

(e
.g

.,
V

S3
0
)

m
ay

ig
n
o
re

si
te

-s
p
ec

ifi
c

fe
at

u
re

s
B

ia
se

d
p
re

d
ic

ti
o
n
s

if
ap

p
ro

p
ri

at
e

h
o
st

-t
o
-

ta
rg

et
ad

ju
st

m
en

t
is

n
o
t

co
n
si

d
er

ed

6 Earthquake Spectra 00(0)



assumptions can result in inaccurate ground-motion predictions, as shown by several vali-
dation studies (e.g. Afshari and Stewart, 2019; Kaklamanos et al., 2013; Pilz and Cotton,
2019; Thompson et al., 2009, 2012; Zhu et al., 2022). As illustrated in Figure 1b, this
approach is used in Method 5.

Approach C: 1D frequency-domain site-response analysis

This approach also relies on the SH1D assumptions. However, in this case, the problem is
solved in the frequency domain through the direct application of a complex-valued transfer
function, TFSH1D, to the Fourier transform of the input motion (ground motion at a refer-
ence condition, that needs to be propagated through the soil column). Alternative methods
are available to compute TFSH1D for a given configuration of horizontal soil layers over an
elastic half-space (e.g. Haskell, 1953; Kramer, 1996; Thomson, 1950). This complex trans-
fer function (TF) accounts for both the modification of the amplitude and the phase of the
input motion. The equivalent-linear (EQL) method (Seed and Idriss, 1969) is typically used
to consider soil nonlinearity if necessary. This method has been widely adopted in engi-
neering practice due to its simplicity but presents some limitations such as the overdamping
(i.e. underprediction) of ground motion at high frequencies when the soil experiences rela-
tively large shear strains (e.g. Kaklamanos et al., 2013; Kim et al., 2016). As shown in
Figure 1b, this approach is used in Methods 4 and 5.

Approach D: square-root-impedance method

This seismological approach combines the square-root-impedance (SRI) method (Boore,
2003, 2013; Joyner et al., 1981) to model site amplification, I fð Þ, with a diminution opera-
tor, D fð Þ, to capture site attenuation (Anderson and Hough, 1984). The resulting ‘‘out-
crop’’ TF, TFSRI fð Þ, can be applied in the same way as in Approach C:

TFSRI fð Þ= I fð ÞD fð Þ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rRVS, R

�rVS

s
exp �pf k0ð Þ ð1Þ

where rR and VS, R are the density (r) and shear-wave velocity (VS), respectively, at the ref-
erence condition; �r and VS are the corresponding average r and travel-time weighted aver-
age VS, respectively, computed at each frequency, f , considering a depth equivalent to the
quarter-wavelength; and k0 is the site attenuation parameter (Anderson and Hough, 1984;
Ktenidou et al., 2014) estimated at the surface. The diminution operator can also account
for a portion of k0, corresponding to the contribution of the near-surface materials down
to a reference horizon (e.g. Cabas and Rodriguez-Marek, 2017), in which case, k0 is
replaced by Dk0 in Equation 1, where Dk0 = k0 � k0, R (being k0, R the value estimated at
the reference horizon). Approach D does not account for soil nonlinearity.

Several differences exist between TFSRI (Approach D) and TFSH1D (Approach C): (1)
TFSRI does not consider any phase adjustment, which is accounted for in TFSH1D; (2) the
amplification term in TFSRI represents only impedance effects and does not account for
resonance effects (Thompson et al., 2011; Zhu et al., 2022), which are explicitly modeled in
TFSH1D; (3) the attenuation model is conceptually different, resulting in lower levels of
damping for TFSRI in the case of a one-layer system when equivalent attenuation para-
meters are used for TFSH1D and TFSRI (Boore, 2013); and (4) TFSRI is significantly less sensi-
tive to details in the VS profile than TFSH1D (Boore, 2013). Due to aspect (2), TFSH1D
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produces peaks and troughs in the TF, with significant amplification over narrow fre-
quency bands, which are absent in TFSRI . The existence of these resonant features strongly
depends on the suitability of the SH1D assumptions and the considered horizontal strati-
graphy, as well as stiffness and damping properties. Soil heterogeneity and other non-1D
wave phenomena can prevent, or significantly reduce, their development (e.g. de la Torre
et al., 2022a; Thompson et al., 2011). Due to several sources of uncertainty that exist in the
estimation of the VS profile (Rodriguez-Marek et al., 2021), aspect (4) means that impor-
tant levels of uncertainty can be also expected in the computation of TFSH1D (Thompson
et al., 2011). Boore and Abrahamson (2023) proposed a modification to the SRI approach
that gives results closer to TFSH1D for gradient profiles, but it is not explored in this article.
As illustrated in Figure 1b, this Approach D is used in Methods 2, 3, 4, and 5.

Approach E: site response component of a GMM

Semi-empirical GMMs (Baker et al., 2021, Ch. 4) provide a prediction of the mean value
of a given intensity measure (IM) in natural log scale, for an earthquake rupture, rup, and
the site considered, site, with the general form,

mlnIM rup, siteð Þ= fE + fP + fS ð2Þ

where fE, fP, and fS are source, path, and site response scaling factors, respectively. In the
context of this article, two IMs will be primarily considered: pseudo-spectral acceleration
(SA) and Fourier amplitude spectra (FAS). The site response scaling factor (fS) can be gen-
erally expressed as the sum of three terms (e.g. Bayless and Abrahamson, 2019; Campbell
and Bozorgnia, 2014):

fS = fL + fNL + fsed ð3Þ

where fL and fNL represent the scaling of the linear and nonlinear site response, respec-
tively, with one or more site parameters (e.g. VS30). In addition, the term fNL is a function
of some IM at a reference condition (IMrock). For example, the CB14 model (Campbell
and Bozorgnia, 2014) uses the estimated median value of peak ground acceleration (PGA)
on rock with VS30 = 1100 m/s. The term fsed represents the scaling with the thickness of
the site column, with VS lower than a certain threshold value. This is typically character-
ized by the parameter Z1:0, corresponding to the depth to a Vs of 1.0 km/s (e.g. Bayless
and Abrahamson, 2019; Boore et al., 2014), although some GMMs (e.g. Campbell and
Bozorgnia, 2014) use Z2:5 (depth to 2.5 km/s) instead. The fsed term can also depend on
VS30 when the scaling factor is based on the relationship between Z1:0 and the average Z1:0

expected for a given region computed using a VS30-based correlation (e.g. Bayless and
Abrahamson, 2019; Boore et al., 2014).

The terms fL, fNL, and fsed are based on observational ground-motion data, theoretical
models, and numerical simulations. In particular, due to the lack of recordings with strong
soil nonlinearity, several models have been developed for fNL using a large number of 1D
site-response analyses (e.g. Hashash et al., 2018; Kamai et al., 2014; Shi, 2019; Walling
et al., 2008) or combining these analyses with observations (e.g. Seyhan and Stewart,
2014), and they are implemented in different GMMs. Most of these models represent only
an adjustment to the amplitude of the ground motion in the Fourier or response spectral
domain, but a phase adjustment can also be included (e.g. Shi, 2019: Ch.4). As shown in
Figure 1b, this approach is used in Methods 1, 2, 3, and 4.
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Hybrid broadband ground-motion simulation methodology

Overview

Currently, 3D numerical ground-motion simulations of the earthquake source and (3D)
wave propagation are utilized in engineering applications only up to a limited maximum
frequency of f = 1–3 Hz (Graves and Pitarka, 2016; Paolucci et al., 2021). This is primar-
ily due to knowledge limitations regarding small-scale features of the fault rupture and the
Earth’s crust (Graves and Pitarka, 2016; Mai et al., 2010) and is compounded by the large
computational demands of simulating small length scales. As a result, hybrid simulation
methods have been applied (e.g. Graves and Pitarka, 2010; Mai et al., 2010), which utilize
this comprehensive 3D physics-based approach for the LF simulation and a simplified
physics-based approach for the HF simulation. The resulting LF and HF waveforms are
then combined using a matched filter around a transition frequency, ft. The transition fre-
quency ft often corresponds to 1 Hz but generally is increasing over time as computation,
theory, and velocity models improve.

The method developed by Graves and Pitarka (2010, 2015, 2016) (herein referred to as
the GP method for brevity) has been applied and validated in different regions, including
California, Europe, and New Zealand (e.g. Dreger et al., 2015; Lee et al., 2022;
Razafindrakoto et al., 2021) and is considered in this article to illustrate the challenges in
the modeling of shallow site effects in hybrid broadband simulations. In this method, the
LF component is simulated using a kinematic description of the earthquake fault rupture
and a visco-elastic finite-difference algorithm to solve the 3D wave propagation equation.
The HF component is simulated using a stochastic representation of source radiation and
a simplified Green’s function determined for a given 1D velocity structure. In particular, a
frequency-dependent quality factor (Q) is used to incorporate path anelastic attenuation,
and the SRI method along with the multiplicative operator P fð Þ= exp �pf k0, simð Þ
(Approach D) is used to represent impedance effects and capture HF spectral decay,
where k0, sim is the site attenuation parameter considered in the simulation. Further details
on the implementation of this method in this study are provided in Razafindrakoto et al.
(2018) and Lee et al. (2022).

Considerations for the modeling of shallow site effects

The modeling of shallow site effects in hybrid broadband ground-motion simulations is
usually performed using the ‘‘uncoupled approach’’ (e.g. de la Torre et al., 2020; Graves
and Pitarka, 2010; Pilz et al., 2021; Razafindrakoto et al., 2021), and therefore, it takes the
form of a posterior adjustment to the ground-motion time series produced by the regional-
scale simulation. The four main aspects that need to be considered when performing this
adjustment are discussed below.

First, the hybrid nature of the simulation method requires different considerations for
the adjustment of the LF and HF components. For example, in the case of the GP method,
the 3D velocity structure considered in the LF approach allows for the incorporation of
any level of spatial variability within the simulation domain, whereas the HF approach is
usually performed using a unique 1D velocity profile representative of the whole region of
interest (e.g. Graves and Pitarka, 2010; Lee et al., 2022). Consequently, the 1D velocity
profile implicit in the LF and HF components of the simulated ground motions at a given
site can be significantly different, including the minimum VS (VS, min).
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Second, due to knowledge and computational limitations, the minimum VS considered
in the regional-scale simulation typically corresponds to a stiff soil or rock condition (e.g.
VS, min = 500 m/s in Lee et al., 2022), and the spatial variations of VS are represented with
a relatively coarse resolution (e.g. a constant grid spacing of 100 m was considered for the
LF simulation in Lee et al., 2022). In reality, near-surface materials typically reach lower
values and exhibit significant spatial variation in VS within the top 100 m. Thus, site
effects adjustments should be able to capture these features not modeled in the regional
simulation.

Third, although near-surface sediments are generally not properly modeled in the
regional-scale simulation (e.g. due to the high VS, min value and coarse grid spacing in Lee
et al., 2022), local site effects may be captured to some extent. For instance, ‘‘basin effects’’
(Ayoubi et al., 2021) may be dominated by the deep velocity structure of the site, which
can be relatively well represented in the LF component of the simulation (e.g. a relatively
well-constrained 3D crustal velocity model of the Canterbury Region is considered in the
LF simulation conducted by Lee et al., 2022), even if the shallower sedimentary layers are
coarsely represented. Another example is related to the HF site attenuation, which is mod-
eled in the HF component of the simulation through the parameter k0 (e.g. k0, sim = 0.045
s was used in Lee et al., 2022). Both ‘‘basin effects’’ and HF attenuation are already incor-
porated in the regional simulation to some degree, which must be taken into account when
applying the site response adjustment, to avoid double-counting them.

Finally, regional-scale simulations are usually performed considering linear viscoelastic
materials (e.g. Graves and Pitarka, 2010; Lee et al., 2022). Hence, the adjustment has to
model soil nonlinearity, which is particularly relevant for maximum shear strains gmax .

0:01%–0:1% (e.g. Kaklamanos et al., 2013). While several 3D ground-motion simulations
have explicitly included non-linear near-surface response (e.g. Fu et al., 2017; Taborda
et al., 2012), such simulation results are still limited by the minimum spatial scale chal-
lenges alluded to above, as well as the ability to represent site-specific near-surface strati-
graphy a priori in the regional simulation (as opposed to a posterior adjustment via an
uncoupled approach which allows for site-specific data collection and site-response analy-
sis for regional simulations that already have been performed).

Case study

General description

A case study is considered to examine the different methods to adjust ground-motion
simulations and compare and contrast their features. It includes four strong motion sta-
tion (SMS) sites in Christchurch, New Zealand, for which site characterization data (e.g.
Teague et al., 2018; Wotherspoon et al., 2015) and simulation results of historical events
(Lee et al., 2022; Razafindrakoto et al., 2018) are available. Table 2 shows that the four
sites represent a wide range of site conditions. VS30, actual and Z1:0, actual are the measured or
inferred values from the preferred VS profile available at each location. In the case of
PRPC and CACS, the measured VS profile was relatively shallow, and it did not reach
1000 m/s, so the New Zealand Velocity Model (NZVM) (Thomson et al., 2020), version
2.07, was used to estimate Z1:0, actual. ZG is the depth to the first gravel formation, which in
the central and eastern part of Christchurch corresponds to the Riccarton Gravel
Formation and represents a significant velocity contrast relative to the softer sediments
above (Teague et al., 2018; Wotherspoon et al., 2015). Based on these parameters, PRPC
and CMHS represent relatively soft sites; with CMHS a shallower soil deposit (i.e. smaller
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ZG and Z1:0, actual values), consistent with its location near the basin edge (see Supplemental
Figure A.1 in Electronic Supplement A). RHSC and CACS are stiffer sites, with CACS an
example where the gravel formation starts at the surface.

A low- and a high-intensity ground motion are considered for each site in order to
examine the different methods in the near-linear and nonlinear response regimes. The
associated events are described in Electronic Supplement A. Only one horizontal compo-
nent of these ground motions is used.

Site-characterization data

Figure 2 presents the VS profile (via surface-wave testing) and CPT data used to character-
ize the four sites considered, down to 30 m. As observed in the soil behavior type index
(Ic) plot, in the top 28 m, the site PRPC is mainly characterized by clean and silty sands,
with some localized layers of more cohesive materials; whereas in the top 13.8 m, the site
CMHS has a more variable stratigraphy, with a greater presence of cohesive soils. For
RHSC and CACS, CPT data were not available, but boreholes and standard penetration
test (SPT) data were considered. Further details and site data available at these four loca-
tions are provided in Wotherspoon et al. (2015), Teague et al. (2018), and Electronic
Supplement A.

Ground-motion simulations considered

The events considered in this case study were simulated using the GP method. The simula-
tions of the low-intensity events were performed by Lee et al. (2022), and those of the
high-intensity event by Razafindrakoto et al. (2018). For the LF component, the NZVM
(Thomson et al., 2020) v2.02 with a grid spacing of 100 m and a minimum VS = 500 m/s
was utilized. For the HF component, the nationwide 1D velocity model described in Lee

Figure 2. VS profiles and CPT data used for the four sites considered.
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et al. (2022) was used, which also considers a minimum VS = 500 m/s. The transition fre-
quency between LF and HF components was set to ft = 1 Hz.

Figure 3a shows the 1D VS profile extracted at the site PRPC from the 3D velocity
model used in the LF simulation, and the corresponding HF VS profile (herein, the LF
and HF simulation profiles), illustrating that the two profiles have different deep velocity
structures. The LF profile captures a localized volcanic formation that produces strong VS

contrasts at depths of 500 m and 1000 m. These velocity contrasts do not appear in the
HF profile, which is a regional average representation. Figure 3b illustrates the common
case where the regional-scale LF and HF simulations are not able to accurately capture
the VS of the surficial soil, which is typically characterized by VS \ 500 m/s with signifi-
cant variation at a scale of meters. Table 2 provides the site parameters VS30 and Z1:0

Figure 3. Site-specific, LF simulation, HF simulation, and NZVM (v2.07) VS profiles at PRPC. The
horizontal dashed lines represent the grid spacing considered in the LF simulation: (a) 0–5000 m deep.
(b) 0–220 m deep.

Table 2. Parameters representative of the actual and simulation site conditions for the four sites
considered

Site Actual site conditions Simulation site conditions

VS30, actual

(m/s)
ZG (m) Z1:0, actual

(m)
VS30, sim

(LF and HF) (m/s)
Z1:0, simLF (m) Z1:0, simHF

(m)

PRPC 196 28 473 500 500 600

CMHS 203 14 57 500 100 600
RHSC 294 6.5 555 500 400 600
CACS 435 0.0 557 500 600 (�) 600

ZG is the depth to the first gravel formation. The Z1:0 values of the LF and HF simulations differ due to the differences

in the 3D and 1D velocity structures used.

(�) The VS value actually reached at the 600-m depth is 0.98 km/s, which remains constant down to 1200-m depth,

where VS increases to 1.15 km/s. Because of this particular stratigraphy, 600 m was chosen as a more meaningful

value for Z1:0, simLF.
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associated with the simulation conditions for the LF and HF components. Similar figures
for all the sites are provided in Electronic Supplement A.

Methods for performing site adjustments to hybrid broadband
ground-motion simulations

Overview

In this section, five methods to perform the site adjustment are presented, and the case
study sites are used to illustrate their application and compare the methods under different
soil conditions. As shown in Figure 1b, these methods are based on a range of different
approaches discussed in the ‘‘Approaches for modeling local site effects’’ section; in partic-
ular, Approaches B–E. Approach A was not considered in this study because its use in
engineering applications is limited. For example, even though the sites considered in the
case study are well-characterized near the SMS, proper implementation of Approach A
would require spatially distributed data over a considerably larger area (Hallal and Cox,
2023), and these data are significantly sparser. Also, defining an input motion that is com-
patible with the regional-scale ground-motion simulation is challenging. While methods
exist that allow determining the equivalent input forces derived from 3D ground-motion
simulations (e.g. Bielak, 2003), their implementation requires significant analyst compe-
tency and dealing with the hybrid nature of the simulation method.

The site adjustment can be performed in the frequency domain (Methods 1–4) or in the
time domain (Method 5). The ‘‘frequency-domain adjustment’’ involves five steps:

1. Obtaining the simulated acceleration time series at the surface of the site of interest,
asim tð Þ. This corresponds to the regional ground-motion simulation without any
adjustment for shallow site effects.

2. Computing the discrete Fourier transform (DFT) of asim tð Þ via the fast Fourier
transform (FFT) algorithm.

3. Determining the SF to be applied to account for shallow site effects. SF is defined
as a function of frequency, and Methods 1–4 represent different formulations to
obtain it. In these methods, only an amplitude adjustment is considered (i.e. the
phase of the simulated ground motion is not modified), but a phase adjustment can
also be included (e.g. Pilz et al., 2021; Shi, 2019), which would account for the time
delay of the seismic waves when propagating through the soil deposit. This phase
adjustment could be relevant in the analysis of spatially distributed infrastructure
(Shi, 2019: Ch.4).

4. Applying the SF to the DFT of asim tð Þ.
5. Obtaining the adjusted acceleration time series (which accounts for shallow site

effects), aadj tð Þ, via the inverse fast Fourier transform (IFFT) algorithm.

Since the simulated acceleration time series are different for the LF and HF components,
the adjustment is performed separately for each component, and then the adjusted LF and
HF time series are combined in the time domain. This procedure is described in the
‘‘Application of the site factor’’ section of Electronic Supplement B. Given that the simula-
tion profiles are also different for each component, this may result in different LF and HF
SFs. In the following sections describing Methods 1–4, the LF and HF SFs are only
plotted in their associated frequency ranges (f\ 1 Hz and f . 1 Hz, respectively), but it
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should be noted that when they are applied to the simulated ground motions, their influ-
ence slightly exceed these frequency ranges in the vicinity of f = 1 Hz, due to the low-
and high-pass filters applied before merging, which ensure a smooth transition. Also, due
to the differences alluded to earlier, the LF and HF SFs may not perfectly match at
f = 1 Hz, which manifests as a discontinuity in some of the figures presenting the SFs.

The ‘‘time-domain adjustment’’ involves the use of time-domain site response analysis.
Method 5 corresponds to a specific implementation of this approach, based on 1D non-
linear inelastic site-response analysis, and it is further explained in the ‘‘Method 5 - 1D
time-domain wave propagation analysis’’ section.

The site PRPC is first used to explain the methods, but results for all four case study
sites are provided in Electronic Supplement C and in the ‘‘Comparison of the site amplifi-
cation obtained with the five methods’’ section.

Method 1—VS30-based amplification

This method uses the site response scaling factor (fS) from existing semi-empirical GMMs
(Approach E) and corresponds to the method used in Graves and Pitarka (2010) to cap-
ture shallow site effects. In principle, the computation of the SF (SF1) is based on the ratio
between the median prediction of the FAS for the actual site conditions (FASactual, and the
corresponding prediction for the simulation site conditions (FASsim):

SF1 fð Þ=
exp½mlnFASactual fð Þ�
exp½mlnFASsim fð Þ�

ð4Þ

Since semi-empirical models for FAS have only recently been developed (e.g. Bayless
and Abrahamson, 2019; Bora et al., 2019), several previous studies have used
GMMs for SA to approximately compute SF1 instead (e.g. Graves and Pitarka, 2010;
Lee et al., 2022). Due to the differences between SA and FAS (Bora et al., 2016), SF1

estimates based on SA models have been truncated to a value of 1 at high frequencies
to mitigate the inconsistencies between the two IMs (e.g. as discussed in de la Torre
et al., 2020).

Since source and path effects are common to the numerator and denominator in
Equation 4, it reduces to the ratio of site terms. Specifically:

SF1 fð Þ=
exp½fS, actual fð Þ�
exp½fS, sim fð Þ� =

exp fL, actual + fNL, actual + fsed, actualð Þ
exp fL, sim + fNL, sim + fsed, simð Þ ð5Þ

where all terms have been previously defined in the ‘‘Approach E: Site response compo-
nent of a ground-motion model’’ section. The terms fsed, actual and fsed, sim may or may not
be included in Equation 5. For example, Graves and Pitarka (2010), who used the CB08
model (Campbell and Bozorgnia, 2008), did not include them, arguing that the effect of
deep-basin amplification was already included in their LF simulation. If the regional
ground-motion simulation is performed adopting a linear viscoelastic constitutive model,
which is usually the case, the term fNL, sim should in principle be removed from Equation 5.
This has been considered in some studies (e.g. Rodgers et al., 2020), but others (e.g. Lee
et al., 2022) have not removed this term. Considering that usually fL;f VS30ð Þ,
fNL;f VS30, IMrockð Þ, and fsed;f VS30, Z1:0ð Þ, Equation 5 can be rewritten as,
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SF1 fð Þ =
exp½fL f , VS30, actualð Þ+ fNL f , VS30, actual, IMrockð Þ+ fsed f , VS30, actual, Z1:0, actualð Þ�

exp½fL f , VS30, simð Þ+ fsed f , VS30, sim, Z1:0, simð Þ� ð6Þ

This results in a SF that can be expressed as,

SF1 fð Þ= SF1, L fð Þ � SF1, NL fð Þ ð7Þ

where SF1, L=exp fL, actual + fsed, actual � fL, sim � fsed, simð Þ;f VS30, actual, Z1:0, actual, VS30, sim, Z1:0, simð Þ
is the linear component of SF1, and SF1, NL = exp fNL, actualð Þ;f VS30, actual, IMrockð Þ is the non-
linear component. Several studies have truncated this SF to a value of SF1 = 1 at low fre-
quencies to avoid double-counting LF amplification already captured in the LF simulation
component, based on a 3D velocity model (e.g. Graves and Pitarka, 2010; Lee et al., 2020,
2022). The IMrock parameter generally corresponds to the PGA at a certain reference VS30

that varies between GMMs. Here, the PGA obtained from the HF simulation (HF PGA)
at VS30, sim is used and scaled to the model-dependent reference VS30, applying a linear SF
based on the corresponding GMM. This procedure is explained in more detail in
Electronic Supplement B.

Table 3 summarizes some of the most recent studies on ground-motion simulations
where Method 1 has been used to capture site effects. The table illustrates that there is no
consistent approach to date to implement Method 1, and subjective decisions are involved
in the selection of the GMM, the application of LF and HF truncations, and the inclusion
of the fsed terms.

Table 3. Recent ground-motion simulation studies that have used Method 1

Study Simulation method GMM used for computing
SF(f)

Implementation

Shi (2019), Ch.4
Southern
California, US

Hybrid (Graves and
Pitarka, 2010)
ft = 1 Hz, Vs, min as
implemented in the
SCEC Broadband
Platform (BBP) v17.3.0

Combination of BSSA14
(Boore et al., 2014) and
CB14 (Campbell and
Bozorgnia, 2014) IM: SA

SAG19 (Shi, 2019: Ch.4) IM:
FAS

As implemented in
the SCEC BBP
v17.3.0

Different from
Equation 5

Lee et al. (2020)
Canterbury, New
Zealand

Hybrid (Graves and
Pitarka, 2010)
ft = 1 Hz,
VS, min = 500 m=s

CB14 (Campbell and
Bozorgnia, 2014) IM: SA

Not including fsed

Truncation at LF
and HF

Rodgers et al.
(2020) Northern
California, US

3D numerical
simulation
fmax = 10 Hz,
VS, min = 500 m=s

BA18 (Bayless and
Abrahamson, 2019) IM: FAS

Including fsed

Without
truncations

Razafindrakoto et
al. (2021) Upper
Rhine Graben,
Europe

Hybrid (Graves and
Pitarka, 2010)
ft = 1 Hz,
VS, min = 800 m=s

CB14 (Campbell and
Bozorgnia, 2014) IM: SA

BCS19 (Bora et al., 2019) IM:
FAS

Not including fsed
Truncation at LF
and HF
Without truncations

Lee et al. (2022)
New Zealand

Hybrid (Graves and
Pitarka, 2010)
ft = 1 Hz,
VS, min = 500 m=s

CB14 (Campbell and
Bozorgnia, 2014) IM: SA

Not including fsed

Only applied to the
HF component,
with HF truncation
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In order to illustrate the implications of alternative combinations of models, Figure 4
presents the resulting SFs (SF1) for the site PRPC. This comparison comprises two models
developed in the response spectral domain (CB14, BSSA14) and one model developed in
the Fourier spectral domain (BA18), which have been used in previous studies (Table 3).
In the case of the BSSA14 and BA18 models, the results are presented with and without
the fsed f , VS30, Z1:0ð Þ terms (fsed, actual and fsed, sim), to illustrate the effect that this model com-
ponent has on the SF. Further details of the models considered and additional results
including the BCS19 and SAG19 models are provided in Electronic Supplements B and C,
respectively.

Figures 4a and b display the linear (SF1, L) and nonlinear (SF1, NL) components of the
SFs for the two events considered; Figures 4c and d present the resulting SFs (SF1) with-
out any truncations; and Figures 4e and f show the SFs with two truncations applied: (1)
for all the models, the LF SF is truncated to a value of SF1 = 1 for f \ 0.2 Hz with a
taper from f = 0.5–0.2 Hz, as considered in some previous studies (e.g. de la Torre et al.,
2020; Lee et al., 2020; Razafindrakoto et al., 2021); and (2) in the case of the SA-based
models (CB14, BSSA14), the HF SF is truncated to a value of SF1 = 1 for f . 15 Hz,
with a taper from f = 10–15 Hz, as also considered in some previous studies (e.g. de la
Torre et al., 2020; Lee et al., 2020, 2022; Razafindrakoto et al., 2021).

Figure 4. Site factors obtained for the site PRPC using Method 1 and different models: (a) and (b)
Show the linear and nonlinear components for the low-amplitude and high-amplitude motion,
respectively. (c) and (d) Present the resulting site factors without any truncations. (e) and (f) Show the
site factors with LF and HF truncations.
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Significant model-to-model variability is observed in the linear and nonlinear compo-
nents of the SF in Figures 4a and b, but in the latter case, this variability only manifests
under the high-amplitude ground motion (Figure 4b). For the low-amplitude motion, the
nonlinear component of the three GMMs is close to unity over the entire frequency range,
whereas for the high-amplitude motion, this component substantially departs from 1 at
frequencies greater than 0.5 Hz, resulting in de-amplification. These figures also show that
the BA18 model accounts for the HF decay in the site response, a feature that cannot be
properly captured in the response spectral domain (Bora et al., 2016; Cabas and
Rodriguez-Marek, 2017).

A common feature observed in all the SFs, clearly illustrated in Figures 4c and d, is the
relatively high amplification at low frequencies, particularly around f = 0.3–1.0 Hz. This
amplification is reduced when the fsed terms are included in the BSSA14 and BA18 models.
This is mainly driven by an increase in the exp fsed, simð Þ term at low frequencies, as explained
in the ‘‘Effect of fsed on SF1:L’’ section of Electronic Supplement C. Several validation stud-
ies conducted in New Zealand (de la Torre et al., 2020; Lee et al., 2020, 2022), for example,
have shown that this high amplification may lead to significant overprediction in the LF
range, even when an LF truncation is applied. Considering this, Lee et al. (2022) showed
that the application of the SF to the HF component only (i.e. f . 1 Hz) can significantly
reduce the model bias at long vibration periods. One of the downsides of this approach is
that the proper truncation may be site- and region-dependent.

Host-to-target adjustment issue

To investigate the root cause of the apparent overamplification at relatively low frequen-
cies, Figure 5a illustrates a VS profile representing the actual site conditions (actual profile)
at a hypothetical soil site, with an associated VS30, actual value. It also shows the correspond-
ing simulation profile, which is assumed to be equivalent to the actual profile in the deeper
portion (i.e. the deep velocity structure is well represented by the regional-scale simulation)
but differs in the shallow portion because the regional-scale simulation is conducted

Figure 5. (a) Illustration of the host-to-target conversion issue present in Method 1. (b) Computation
of the reference correction (RC) factor introduced in Method 2.
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truncating the VS profile to a VS, min value, due to computational and knowledge con-
straints (e.g. VS, min = 500 m/s in the case study considered in this article). This results in
VS30, sim = VS, min. Under these conditions, the purpose of the SF should be to capture the
site response generated by the actual profile relative to the simulation profile (due to the
near-surface soil layers characterized by lower velocities in the actual profile) and account-
ing for soil nonlinearity. As discussed before, the determination of the site response in
Method 1 is based on a GMM and one or more proxy parameters, such as VS30. For a
given GMM and VS30 value, there is a corresponding theoretical VS profile which reflects
the implicit site conditions considered in the development of the GMM, which is refered
to as the ‘‘host’’VS profile (Al Atik and Abrahamson, 2021; Baker et al., 2021: Ch. 8).
Figure 5a includes the host profiles associated with VS30, actual and VS30, sim for a hypotheti-
cal GMM.

Figure 5a illustrates that a significant inconsistency may exist between the ‘‘target’’ con-
dition to be modeled (i.e. relative site response between the actual and simulation profile)
and the ‘‘host’’ condition implicit in the SF SF1 (i.e. relative site response between the two
host profiles). In the context of empirical ground-motion modeling and site-specific seismic
hazard analysis, this problem is known as the host-to-target adjustment issue (e.g. Bard
et al., 2020; Campbell, 2003; NRC, 2021; Williams and Abrahamson, 2021). In the specific
case of Method 1, there are three main related issues:

1. Inconsistency between the simulation profile and the host profile for VS30, sim: As
outlined in Figure 5a, the host profiles for VS30, actual and VS30, sim will generally dis-
play significant differences at depth (especially if VS30, actual departs considerably
from VS30, sim), due to the positive correlation that usually exists between VS30 and
VS at depth in a typical geological environment (Boore et al., 2011; Kamai et al.,
2016). The same correlation will not exist in the case of the simulation profile
because its VS30 value results from an artificial truncation to VS30, sim = VS, min,
rather than being an inherent profile property (e.g. VS30, actual better correlates with
the simulation profile at depth than VS30, sim). If VS30, actual \ VS30, sim, as in Figure
5a, the host profile for VS30, sim will tend to be significantly stiffer at depth than the
simulation profile, which will generate overamplification at relatively low frequen-
cies when SF1 is computed. This aligns with previous observations in some valida-
tion studies.

2. Inconsistency between the actual profile and the host profile for VS30, actual: As illu-
strated in Figure 5a, the actual profile may also differ from the host profile for
VS30, actual, although these differences may be less significant than for the simulation
(VS30, sim) condition. Using a region-specific model (e.g. Nweke et al., 2022) cali-
brated for the region where the simulation is performed should help to mitigate this
issue.

3. Double-counting deep 3D velocity structure effects: If the ground-motion simula-
tion is conducted using a high-quality 3D velocity model for the LF component, it
will be possible to capture 3D amplification phenomena, including basin effects,
which means that the SF does not have to account for them. However, since the
host profile for VS30, sim generally represents a stiff (near-rock) condition at depth,
where basin effects are limited or absent, and the host profile for VS30, actual repre-
sents a site condition where these effects are present, the net effect will be the inclu-
sion of them in SF1. This will potentially result in double-counting 3D effects
already captured by the LF simulation, increasing the LF overamplification in
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Method 1, which is the reason given in some previous studies for truncating SF1 at
low frequencies (e.g. Graves and Pitarka, 2010; Lee et al., 2022).

Method 2—VS30-based amplification with host-to-target adjustment

In Method 2, a host-to-target adjustment is proposed to partially overcome the inconsis-
tency involved in Method 1. Particularly, this adjustment addresses the first issue explained
in the previous section (‘‘Host-to-target adjustment issue’’), related to the difference
between the simulation profile and the host profile for VS30, sim. This method is inspired by
previous studies that have suggested similar adjustments but in different contexts (e.g.
Cabas and Rodriguez-Marek, 2017; NRC, 2021; Williams and Abrahamson, 2021).
Method 2 is a VS correction approach based on the SRI method (Approach D), which
allows for adjusting the Method 1 SF (SF1) to minimize the incompatibility between the
simulation profile and site condition implicit in the GMM for VS30, sim. More specifically,
the Method 2 SF (SF2) can be expressed as,

SF2 fð Þ=
exp½fS, actual fð Þ�
exp½fS, sim fð Þ� �

Ihost VS30, simð Þ fð Þ
Isim fð Þ = SF1 fð Þ � RC fð Þ ð8Þ

where Ihost VS30, simð Þ and Isim are the SRI-based site amplifications for the host VS profile asso-
ciated with VS30, sim and for the simulation profile, respectively; RC is the reference correc-
tion factor. The computation of this factor is illustrated in Figure 5b and is conducted
using the following equation:

RC fð Þ=
Ihost VS30, simð Þ fð Þ

Isim fð Þ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rRVS, R

�r
host VS30, simð Þ �V S, host VS30, simð Þ

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rRVS, R

�rsim
�V S, sim

q ð9Þ

where the subscripts host VS30, simð Þ and sim indicate properties of the host profile for VS30, sim

and of the simulation profile, respectively; and rR and VS, R are the density and VS , respec-
tively, at a reference depth common to the two profiles, considered as the elastic half-space.
Figure 5b indicates the depth at which the two profiles merge. The half-space can be
located at this location or deeper. This reference correction factor intends to ensure consis-
tency with the host profile for VS30, sim, but it does not address the potential inconsistency
with the host profile for VS30, actual, which is a common limitation of any ergodic method
based on VS30 (for Methods 1 and 2, it is assumed that the only site information available
is VS30, actual).

The main challenge for the application of Method 2 is deriving the host profile implicit
in the GMM(s) considered for VS30, sim. As discussed by Williams and Abrahamson (2021),
there are two approaches to estimate this profile if the GMM developers do not provide it:
(1) assuming that available measurements of VS within the region for which the GMM was
developed are representative of the host profile (e.g. Kamai et al., 2016), and (2) deriving
the profile from the GMM by solving the inverse problem (e.g. Al Atik and Abrahamson,
2021). In this study, the host profiles derived by the Al Atik and Abrahamson (2021)
method for the CB14 and BSSA14 models are considered. Al Atik and Abrahamson
(2021) showed that the profiles derived with their method (for four NGA-West2 GMMs)
provide a better match with the site response implicit in the GMMs for very stiff site con-
ditions (e.g. VS30 = 620 m/s or greater), which are less influenced by 2D/3D effects. They
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showed that for lower VS30 values, the method was less effective. The inversion was origi-
nally based on the SRI method, but the use of a modified version of the SRI method pro-
posed by Boore and Abrahamson (2023) improves the results for VS30 = 490 m/s in the
shallow portion of the host profiles (L. Al Atik, personal communication, April 6, 2023).
The updated profiles for VS30 = 490 m/s (which represent a condition very close to
Vs30, sim = 500 m/s) were provided by L. Al Atik and are used here to illustrate the applica-
tion of Method 2.

Figure 6 presents the computation of the reference correction factor for the site PRPC,
considering the CB14 model (results for the BSSA14 model are provided in Electronic
Supplement C). As shown in Figure 6a, the different LF and HF simulation profiles result
in slightly different merging depths at each frequency range. Given that the accuracy of
the host profile estimation reduces with depth, this profile was modified to be equivalent
to the simulation profile below the selected merging depth. The reference depth for the cal-
culating RC was defined at 5000 m.

Figure 6c shows that the resulting reference correction factor is less than 1 for
f \ 5 Hz, reducing the amplification (i.e. mitigating the overprediction issue) at relatively
low frequencies in Method 1. Interestingly, Figure 6c reveals that the overamplification
issue in Method 1 is not restricted to the LF component but also affects part of the HF
range. As illustrated in Figures 6b and c, this is due to the difference between the HF
simulation profile and the host profile for VS30, sim in the top ’ 100 m. Although both pro-
files are characterized by VS30, sim, the HF simulation profile displays a constant value of
VS = 500 m/s down to a depth of 100 m, whereas the host VS increases with depth to a
value close to 700 m/s, generating increasing levels of overamplification in Method 1 from
f ’ 5 Hz to f ’ 1.2 Hz, as can been seen in Figure 6c. This overamplification is removed

Figure 6. Reference adjustment in Method 2 for the site PRPC: (a) LF and HF profiles, from 0 to
5000 m; (b) HF profiles from 0 to 220 m; and (c) resulting reference correction factors.
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by Method 2, through the application of RC. For f . 5 Hz, RC is positive, which is due
to the host VS values \ 500 m/s at the very shallow depths. However, this has limited
effect on SF2 because a HF truncation is considered for the CB14 and BSSA14 models
(developed in the response spectral domain) in the same fashion as in Method 1. The
resulting SF2 and its comparison with SF1 are investigated in the ‘‘Comparison of the site
amplification obtained with the five methods’’ section and in Electronic Supplement C.

Method 3—SRI-based amplification

Methods 1 and 2 only require proxy parameters (e.g. VS30, Z1:0) to characterize the site con-
ditions, which on many occasions is the only information available (e.g. in regional appli-
cations). If more site-specific site-characterization data exist, alternative approaches can be
used. Method 3 uses a VS profile and the SRI method (Approach D) to represent the linear
component of the SF, as follows:

SF3, L fð Þ=
TFSRI , actual

TFSRI , sim

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rRVS, R

�ractual
�V S, actual

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rRVS, R

�rsim
�V S, sim

q � exp½�pf k0, actual�
exp½�pf k0, sim�

ð10Þ

where the subscripts actual, sim, and R indicate properties of the actual profile, simulation
profile, and reference condition (i.e. elastic half-space considered for the amplification
computation), respectively; and in particular, k0, actual and k0, sim are the HF site attenua-
tion parameters estimated at the top of the actual and simulation profiles, respectively.

The objective of the denominator in Equation 10 is to remove the impedance- and
attenuation-based site response introduced by the regional ground-motion simulation
within the depth over which the site adjustment is considered. The use of the SRI method
in this equation is fully consistent with the treatment of the linear amplification and HF
attenuation adopted in the HF ground-motion simulation method (as described in the
‘‘Hybrid broadband ground-motion simulation methodology’’ section). Although the LF
simulation is based on a different approach (3D time-domain wave propagation), the fre-
quencies affected by TFSRI , sim are mainly in the HF range (i.e. f . 1 Hz) for shallow site
adjustments of concern here. Nonetheless, as the transition frequency of hybrid ground
motion simulations increases over time (e.g. ft .. 1 Hz), a more consistent approach for
the LF range could be adopted.

Equation 10 can be rewritten as

SF3, L fð Þ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�rsim

�V S, sim

�ractual
�V S, actual

s
� exp½�pf k0, actual � k0, simð Þ�= SF3, L, I fð Þ � SF3, L, D fð Þ ð11Þ

where SF3, L, I and SF3, L, D are the amplification and attenuation operators for the SF3, L

factor. SF3, L, I represents the relative linear (impedance-based) site amplification between
the actual and simulation profiles with respect to a common elastic half-space, and SF3, L, D

represents the relative site attenuation between the actual and simulation site conditions.
Since k0 reflects the cumulative effect of damping through the full site profile (Afshari and
Stewart, 2019; Campbell, 2009), the term k0, actual � k0, simð Þ in Equation 11 accommodates
any difference in the amount of damping represented by k0, actual and k0, sim, for a theoreti-
cal material column that can extend to a depth significantly greater than the near-surface
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(e.g. deeper than 100 m). In contrast, the amplification operator, SF3, L, I , is generally lim-
ited to capturing impedance effects in the near-surface (e.g. within the top 100 m), where
site-specific VS data are most likely to be available.

Since Equation 11 (i.e. Approach D) is limited to the estimation of the linear site
response, the nonlinear operator derived in Method 1 is proposed for capturing soil nonli-
nearity in Method 3. In this way, the total SF in Method 3 (SF3) is computed as

SF3 fð Þ= SF3, L fð Þ � SF1, NL fð Þ ð12Þ

Figure 7 illustrates the computation of the linear component of Method 3 for the site
PRPC. Figure 7a shows the derivation of the actual VS profile and the selection of the elas-
tic half-space. The definition of the half-space in this method requires that the actual and
simulation profiles merge at a certain depth; however, the available site-specific VS profile
for PRPC has a depth of 30 m and does not reach the simulation profile. To achieve this,
alternative sources of information can be utilized to extend the site-specific profile to a
proper depth. The VS profile extracted from the NZVM (without imposing a minimum VS)
is used, and the half-space is selected at a depth of 100 m. Given that for Method 3, it is
assumed that the only site information available is the VS, actual profile, the actual soil den-
sity, ractual, is estimated using the VS-based correlation for unit weight provided in Rix
et al. (2019).

Since the HF ground-motion simulation methodology uses the SRI method in the same
fashion as Method 3, k0, sim is a known input parameter. In particular, k0, sim = 0.045 s
was used in all the regional simulations considered in this article. When this value is used
in Equation 10, the generic HF spectral decay considered in the regional HF simulation is
fully removed and replaced by a site-specific estimate based on k0, actual. k0, actual can be esti-
mated using a number of different methods (e.g. Ktenidou et al., 2014), including its direct
derivation from recordings and the use of correlations with VS30 and other site parameters.
In this study, k0, actual is estimated using two different VS30-based correlations, proposed by
Bayless and Abrahamson (2019) and Xu et al. (2020), which give values of

Figure 7. (a) VS profiles used in Methods 3 (and subsequently, in Method 4), for the site PRPC. (b)
Resulting linear site factor.
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k0, actual BA19ð Þ = 0.052 s and k0, actual X 20ð Þ = 0.060 s, respectively, for PRPC. It must be
acknowledged that k0-VS30 correlations generally present significant scatter (e.g. Ktenidou
et al., 2014), with a standard deviation in natural log units in the order of 0.30 (e.g. Xu
et al., 2020). Figure 7b presents the linear SFs from Method 3 (Equation 11) for the two
estimates of k0, actual, along with the linear site response associated with the actual
(TFSRI , actual) and simulation (TFSRI , sim) profiles. The figure shows that the selection of
k0, actual has a greater impact at higher frequencies, especially for f .4 Hz. In particular,
the frequency at which SF3, L starts displaying deamplification vary significantly, with
f ;13 Hz for k0, actual X20ð Þ and f ;30 Hz for k0, actual BA19ð Þ.

Figure 8 presents the SFs (SF3), along with the underlying operators, SF3, L, I , SF3, L, D,
and SF1, NL, for the low-amplitude and high-amplitude motions, considering three alterna-
tive GMMs for the computation of SF1, NL. Figure 8b shows that changes in the slope of
the linear amplification operator (SF3, L, I ) are associated with the presence of additional
velocity contrasts (shown in the inset within Figure 8d) in its computation, illustrating the
direct relationship between depth and frequency in the SRI method. Particularly, the lin-
ear amplification at frequencies greater than 3 Hz is controlled by the top 12 m of the soil
profile. Figures 8a and c show that in the case of the low-amplitude motion, the selection
of the k0 model generally has a greater impact than the choice of the nonlinear model
(SF1, NL). However, Figures 10b and d indicate that for the high-amplitude motion, the
selection of the nonlinear model has a greater influence in the frequency range
0.5 \f\ 2.5 Hz, and the sensitivity to the estimation of k0, actual starts to dominate at
f .10 Hz.

Figure 8. (a) Site-response operators of Method 3 for the site PRPC considering the low-amplitude
motion, (b) the high-amplitude motion, (c) resulting site factors for the low-amplitude motion, and (d)
high-amplitude motion.
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Method 4—1D TF-based amplification

Method 4 is similar to Method 3 but uses the theoretical 1D TF (Approach C) to account
for linear site effects. The linear component of the SF can be expressed as follows:

SF4, L fð Þ =
TFSH1D, actual VS, actual, ractual, Dmin, actualð Þj jffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rRVS, R

�rsim
�V S, sim

q
� exp½�pf Dk0, sim�

ð13Þ

where the numerator represents the linear site response for the actual profile, computed
through the modulus of the outcrop 1D TF (TFSH1D, actual), and the denominator represents
the linear site response for the simulation profile (TFSRI , sim), with respect to a common
elastic half-space (more details regarding this are provided in the ‘‘Definition of the refer-
ence condition in Method 4’’ section of Electronic Supplement B). Since the objective of
the denominator is to remove the site response introduced by the regional ground-motion
simulation, the SRI method is used in the denominator of Equation 13 for consistency
with the HF ground-motion simulation (similar to Method 3). In Method 4, this is imple-
mented in the same fashion as the VS � k0 deconvolution approach proposed by Cabas
and Rodriguez-Marek (2017). Dk0, sim is defined as Dk0, sim = k0, sim � k0, R, where k0, sim and
k0, R are the HF site attenuation parameters estimated at the top of the simulation profile
and at the top of the elastic half-space, respectively. The elastic half-space, and the actual
and simulation VS profiles, are established in the same way as in Method 3 (see Figure 7a).

In the same manner as in Method 3, nonlinearity is modeled in Method 4 using the non-
linear operator from Method 1. Hence, the total SF in Method 4 (SF4) is computed as

SF4 fð Þ= SF4, L fð Þ � SF1, NL fð Þ ð14Þ

Other studies have also utilized theoretical 1D TFs to adjust hybrid broadband ground-
motion simulations (e.g. Ojeda et al., 2021; Pilz et al., 2021), but either they have not
accounted for soil nonlinearity (e.g. Ojeda et al., 2021) or have used a different approach
to model it, such as the equivalent linear method (e.g. Pilz et al., 2021). The method pro-
posed here to treat nonlinearity along with the linear amplification from the 1D TF is sim-
pler and only requires VS30 for the nonlinear component.

Several approaches have been proposed to estimate the small-strain damping Dmin (e.g.
Afshari and Stewart, 2019; Cabas et al., 2017; Darendeli, 2001; Pretell et al., 2023; Xu
et al., 2020), which can be used in Method 4 to compute Dmin, actual. Here, three formula-
tions are investigated: (1) a laboratory-based damping, Dlab

min, actual, computed using
Darendeli (2001); (2) Dlab

min, actual with a multiplicative factor of 3 (Pretell et al., 2023); and
(3) a VS-based damping, D

VS

min, actual, computed via Dmin = 1= 2Qð Þ (Kramer, 1996), where the
quality factor, Q, is estimated using Q = 7:17 + 0:0276VS (Campbell, 2009, Model 1), with
VS in m/s. The multiplicative factor considered in (2) is based on the recognition that the
intrinsic material damping measured in the laboratory (Dlab

min) does not fully capture the
actual damping observed in the field due to additional mechanisms such as wave scattering
(Afshari and Stewart, 2019; Cabas et al., 2017; de la Torre et al., 2022a), which results in
the overprediction of the theoretical fundamental mode when Dlab

min is used (Pretell et al.,
2023). The multiplicative factor should be ideally determined on a site-specific basis, which
is possible, for example, in the case of borehole array sites (e.g. Afshari and Stewart, 2019;
Xu et al., 2020). A generic value of 3 is used in this study based on Pretell et al. (2023),
who found that this factor improves the overall site response prediction at multiple
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borehole arrays in Japan and California. The 100-m depth considered in this article to per-
form the site adjustments is within the depth range considered by Pretell et al. (2023) to
derive this multiplicative factor (sites with depths mostly less than 230 m); caution should
be used for significantly deeper profiles. The Campbell (2009) Q� VS relationship adopted
in (3) was selected based on its previous utilization in several site response studies (e.g.
Afshari and Stewart, 2019; Cabas et al., 2017; Xu et al., 2020; Zhu et al., 2022). Some of
them (e.g. Cabas et al., 2017; Xu et al., 2020) have found that this relationship better cap-
tures the field attenuation inferred from downhole array sites than the Darendeli (2001)
model (Dlab

min). Given that for Method 4, it is assumed that the only site information avail-
able is the VS, actual profile, it is considered that the plasticity index (PI) is 0 for all layers,
and the VS-based correlation provided in Rix et al. (2019) is used for estimating ractual.

In the case of Method 3, the parameter k0, sim was used in the denominator of Equation
10 to remove the HF attenuation introduced by the full simulation site profile. In Method
4, Dk0, sim is used in the denominator of Equation 13 instead, which only accounts for the
portion of the site attenuation produced above the elastic half-space considered. Unlike
k0, sim in Method 3, Dk0, sim is not a direct input parameter of the HF simulation, and hence,
Dk0, sim has to be estimated in Method 4. Under the assumption that this parameter repre-
sents additive attenuation effects over the simulation soil layers above the elastic half-
space, Dk0, sim can be expressed as (Cabas and Rodriguez-Marek, 2017):

Dk0, sim =
Xn

i = 1

Hsim, i

Qsim, iVS, sim, i

ð15Þ

where Hsim, i, Qsim, i, and Vsim, i are the thickness, quality factor, and shear-wave velocity of
each layer i in the simulation profile, respectively, and the sum is performed over the n

layers above the elastic half-space. Using Qsim = 1= 2Dmin, simð Þ, Qsim can be estimated via
any of the three formulations considered for Dmin, actual. For internal consistency, the same
approach that is used for obtaining Dmin, actual is also used for estimating Dmin, sim. In all the
cases investigated in this study, Dk0, sim is computed on the basis of a 100-m deep layer

Figure 9. (a) Dmin profiles used in Method 4 for the site PRPC. (b) Resulting linear site factor from
Method 4 for the site PPRC.
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with VS, sim = 500 m/s, which results in the following Dk0, sim values for the damping for-
mulations based on Dlab

min, 3 � Dlab
min, and D

VS

min, actual, respectively: 0.00192 s, 0.00576 s, and
0.00953 s.

Figure 9 illustrates the computation of the linear component of Method 4 for the site
PRPC. Figure 9a shows the Dmin, actual and Dmin, sim profiles, and Figure 9b presents the
resulting linear SFs (SF4, L), along with the linear site response associated with the actual
and simulation profiles. Figure 9a shows that the VS-based damping formulation
(DVS

min, actual) generally results in a larger damping than 3 � Dlab
min, actual for the site PRPC.

Figure 9b illustrates that the selection of the damping formulation has a greater impact at
the peaks of the actual linear site response, and at very high frequencies (f .10 Hz).

Figure 10 shows the SFs (SF4), along with the underlying operators, SF4, L and SF1, NL,
for the low-amplitude and high-amplitude motions, considering two alternative formula-
tions for the computation of Dmin, and three alternative GMMs for the computation of
SF1, NL. Dlab

min was excluded considering that the evidence suggests that 3 � Dlab
min or D

VS

min pro-
vide more realistic values (e.g. Cabas et al., 2017; Pretell et al., 2023; Xu et al., 2020).
Figures 10a and c illustrate that in the case of the low-amplitude motion, the selection of
the damping formulation generally introduce a greater variability than the choice of the
nonlinear model (SF1, NL). On the other hand, Figures 10b and d show that for the high-
amplitude motion, this sensitivity is frequency-dependent. In the frequency range
0.5 \f\ 2 Hz, the selection of the nonlinear model is more relevant, whereas for
f .25 Hz, the estimation of damping plays a more significant role.

Figure 10. (a) Site-response operators of Method 4 for the site PRPC considering the low-amplitude
motion, (b) the high-amplitude motion, (c) resulting site factors for the low-amplitude motion, and (d)
high-amplitude motion.
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Method 5—1D time-domain wave propagation analysis

Method 5 is a two-step procedure that generally requires more site-characterization data
than Methods 3 and 4. Similar to Method 4, it relies on the SH1D assumptions but uses
1D time-domain wave propagation analysis (Approach B) to capture the near-surface
nonlinear site response. In this method, the actual profile is divided into two portions: the
‘‘actual 1’’ and ‘‘actual 2’’ profiles. As illustrated in Figure 11a, for the site PRPC, the
actual 2 profile corresponds to the shallower portion, which is bounded by a significant
impedance contrasts at the bottom (corresponding to the top of the Riccarton Gravel
Formation, characterized by VS = 400 m/s). As previously shown in Figure 2, the actual
2 profile is well characterized, with site-specific measures of VS and CPT. On the other
hand, the actual 1 profile is the deeper portion of the actual profile, for which soil nonli-
nearity can be assumed negligible. In the case of the site PRPC, location-specific site-char-
acterization data are not available for this depth range.

Figure 12 illustrates Method 5. In Step 1, a linear SF, SF5, L, is applied to the simulated
ground motion (separately for the LF and HF components, as in the previous frequency-
domain methods). This linear SF is obtained using the same equation used in Method 4 to
compute SF4, L (Equation 13), but with the ‘‘actual 1’’ properties in the numerator (instead
of the ‘‘actual’’ properties). SF5, L is computed relative to the half-space 1, shown in Figure
11a for the site PRPC. Figure 11b presents the resulting linear SF, for two different damp-
ing formulations, illustrating relatively small variability due to damping selection. The out-
put of Step 1 is an outcrop broadband (BB) acceleration time series, ainput tð Þ, which is then
used as input motion for the 1D time-domain nonlinear inelastic site-response analysis per-
formed in Step 2. This analysis is conducted using the actual 2 profile and the half-space 2,
illustrated in Figure 11a for the site PRPC.

The main reason for computing the site-response of the actual profile in two steps (i.e.
using the actual 1 and 2 profiles) is to deal with different half-space 1 properties for the
LF and HF components. In the case of the site PRPC, the difference between LF and HF
VS at half-space 1 is minor, but other sites (e.g. CMHS) may display significant deviations.
1D Time-domain site-response analysis requires a broadband input ground motion, and
Step 1 allows for obtaining it at a common reference condition for LF and HF (half-space

Figure 11. (a) VS profiles used in Methods 5 for the site PRPC. (b) Resulting linear site factor.
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2). This procedure also has the benefit of reducing the size of the site-response model for
time-domain nonlinear analysis, limiting it to the depth range where soil nonlinearity is
expected and where more site-characterization data are available to estimate site-response
model parameters. However, decoupling the site-response analysis via this two-step proce-
dure may introduce some errors in the site-response computation (Cabas et al., 2022), and
hence, the selection of half-space 2 must be done with caution. Cabas et al. (2022) showed,
for example, that a half-space located at a shallow impedance contrast mitigates this issue.

For the 1D time domain site-response analysis, different codes (Hashash et al., 2020;
Jsh9, 2023; McKenna, 2011) and constitutive models (Groholski et al., 2016; Shi and
Asimaki, 2017; Yang et al., 2003) were used to investigate the impact of alternative model-
ing decisions on the resulting site adjustment. The results of these analyses, summarized in
the ‘‘Method 5’’ section of Electronic Supplement C, show that when the comparison is
performed in a consistent manner (i.e. using the same modulus reduction (MR) curves),
the variability in the site adjustment is significantly reduced. Therefore, in the following
section, the results for Method 5 are only provided for the case in which the program
OpenSees (McKenna, 2011) is used, along with the constitutive models
PressureDependMultiYield02 and PressureIndependMultiYield (Yang et al., 2003, 2008),
and user-defined MR curves. The MR curves were defined based on the Darendeli (2001)
model, with a large-strain adjustment (Yee et al., 2013) for consistency with the soil shear
strength. The estimation of the soil properties (e.g. actual soil density, PI, friction angle,
and undrained shear strength) was based on the VS profile, and the CPT, borehole, and
SPT data available at each site, including the use of CPT-based correlations provided in
Robertson and Cabal (2022). This resulted in the characterization of some soil properties
(e.g. ractual) with different values compared to those considered in Methods 3 and 4, where
only the VS profile was used as site information.

Comparison of the site amplification obtained with the five methods

Prior figures for each method focused on intra-method differences due to input parameter
and model alternatives, using the site PRPC as an example. This section provides a com-
parison between the five methods for all four case study sites. Figure 13 presents a compar-
ison of the linear SFs (SFL) obtained with Methods 1–4. Given that the treatment of the
nonlinear component of the SFs (SFNL) is the same for these four methods, only the linear

Figure 12. Illustration of Method 5. In Step 1, a frequency-domain adjustment is performed to the LF
and HF simulated ground motions (asim tð Þ), which results in a BB ground motion (ainput tð Þ) used in Sept 2;
in Step 2, a 1D time-domain nonlinear inelastic site-response analysis is performed, which results in the
adjusted acceleration time series, aadj tð Þ, which accounts for shallow site effects.
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component is compared in this figure, but the effect of soil nonlinearity in the resulting
AFs is examined subsequently. Two alternative GMMs (CB14 and BA18) are considered
for Method 1 (VS30-based amplification), and the CB14 model is considered for Method 2
(VS30-based amplification with host-to-target adjustment). The CB14 is considered because
it has been used in several previous studies (e.g. Lee et al., 2022; Razafindrakoto et al.,
2018), and the BA18 model is included to illustrate the differences between SA- and FAS-
based models. Also, two different estimates of k0, actual and Dmin, actual are examined for
Method 3 (SRI-based amplification) and Method 4 (1D TF-based amplification), respec-
tively. For each site, the predominant frequency of the near-surface soil profile, fsite, is
plotted, which is estimated based on the lowest frequency peak in SF4, L.

Figure 13 shows that in the four sites investigated, the linear SFs obtained with
Methods 3 and 4 mainly affect the HF range and tend to a value of 1 at low frequencies,
reflecting the fact that the adjustment is only accounting for shallow site effects (within
the top 100 m); whereas Methods 1 and 2 generally produce considerable amplification in
the LF range. Following this, and considering that the compatibility with the regional-
scale simulation is explicitly controlled in Methods 3 and 4, in the case of Methods 1 and
2, the SF is only applied to the HF simulation component (such as in Lee et al., 2022).
The implementation of this procedure is described in Electronic Supplement B. Figure 13
suggests that the frequency range of application of these SFs should be defined in a site-
specific manner, but for Methods 1 and 2, it is assumed that a site-specific VS profile is not
available.

In the case of the four sites considered, Method 1 produces higher amplification than
Methods 3 and 4 in the vicinity of f = 1 Hz, reflecting the previously discussed limitations
of this approach. Method 2, which better accounts for the compatibility with the regional
ground-motion simulation, reduces this relative overamplification, particularly in the fre-
quency range 1 \ f \ 2 Hz, but generally does not eliminate it.

The ergodic assumption implicit in Method 1 is illustrated when comparing the linear
SFs for the sites PRPC and CMHS. These two sites are characterized by very similar VS30

values, resulting in almost identical SFL produced by Methods 1 with the CB14 model
(which only depends on VS30). Methods 3 and 4, on the other hand, produce significantly
different linear site amplification at these two sites, reflecting the differences in the site-
specific VS profiles (see Figure 2), which are accounted for by these methods.

Method 4 produces significant variations in the SFs over narrow frequency bands,
whereas Method 3 results in SFs varying smoothly with frequency. In particular, Method
4 generates significantly greater amplification than Method 3 around fsite in all four sites
considered and, in some cases, also around higher frequencies, which is driven by reso-
nance effects not modeled by Method 3.

Figure 13 illustrates that the definition of k0, actual in Method 3 can have a considerable
impact on the resulting linear SFs at high frequencies. This is particularly true in the case
of the sites RHSC and CACS, which are characterized by relatively high VS30, actual values,
resulting in lower estimates of k0, actual. The VS30 � k0 correlation of Bayless and
Abrahamson (2019) in these cases results in a k0, actual (i.e. k0, actual BA19ð Þ) that is lower than
the constant value k0, sim = 0.045 s used in the regional ground-motion simulations. This
negative Dk0 = k0, actual � k0, simð Þ value (20.001 s for RHSC and 20.007 s for CACS) pro-
duces HF amplification instead of attenuation, which explains the big differences observed
at very high frequencies when comparing the SFL obtained using k0, actual BA19ð Þ and
k0, actual X20ð Þ. The reason why the impact of k0, actual is significant in Method 3, compared to
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the role that Dmin, actual has on Method 4 (as clearly observed in Figure 13d), is that the
parameter k0, actual accounts for cumulative effects of damping over the full site profile. In
this way, Dk0 can be accounting for differences produced by layers much deeper than
100 m, whereas Dmin, actual only acts in the shallow portion of the site profile. An alternative
implementation of Method 3 that accounts for attenuation in a manner analogous to
Method 4 is possible, but the current implementation was considered because of the con-
venience of using k0, sim and k0, actual as input parameters: k0, sim is a direct input parameter
(i.e. known value) of the regional ground-motion simulation, and there is a growing inter-
est in the development of methods and models for estimating k0 at a given site (i.e.
k0, actual) (e.g. Ktenidou et al., 2014; Xu et al., 2020).

Figures 14 and 15 present the AFs, which now include the influence of nonlinearity,
that result from applying Methods 1–5 to the four sites investigated, for the low- and high-
amplitude ground motion, respectively. For a given IM, AF is defined as

AF =
IMadj

IMsim

ð16Þ

Figure 13. Comparison of the linear factors obtained with Methods 1–4 for the sites: (a) PRPC, (b)
CMHS, (c) RHSC, and (d) CACS. Dashed lines in Methods 1 and 2 indicate that the LF component is not
used in the adjustment.
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where IMadj is the IM for the adjusted ground motion, and IMsim is the IM for the simulated
(unadjusted) ground motion. The IMs considered are SA for vibration periods between
T = 0.01–10 s, PGA, peak ground velocity (PGV), cumulative absolute velocity (CAV),
Arias intensity (AI), and the 5%–75% and 5%–95% significant duration (Ds575 and Ds595,
respectively). In the case of Methods 1–4, the same models and inputs used in Figure 13
are considered. For Methods 3 and 4, the nonlinear operator derived from the BA18 model
is used, and for Method 5, only the OpenSees analysis using user-defined MR curves is
examined. Figures 14 and 15 include the predominant period of the near-surface soil pro-
file, estimated as Tsite = 1=fsite

In the case of the low-amplitude motion (Figure 14), which produces relatively low lev-
els of soil nonlinearity, the response spectral amplification generally follows a shape and
amplitude similar to the linear SFs plotted in Figure 13 in the intermediate period range
(approximately 0.1 \T\ 1 s). However, at shorter and longer vibration periods, this is
not the case. For example, there are several cases in Figure 13 where the linear SF pro-
duces de-amplification at high frequencies, but this de-amplification is not observed in AF

Figure 14. Amplification factors of different IMs resulting from applying Methods 1–5 to the sites: (a)
PRPC, (b) CMHS, (c) RHSC, and (d) CACS, for the low-amplitude ground motion. For visual
completeness, the AI AFs for the sites CMHS and RHSC associated with Methods 4 and 5 are plotted at
the vertical axis limit (3.0). The actual values for CMHS are 3.45 (Method 4 using 3 � Dlab

min), 3.25 (Method
4 using DVS

min, actual), and 3.49 (Method 5); and for RHSC, the actual values are 3.64 (Method 4 using
3 � Dlab

min), 3.64 (Method 4 using DVS

min, actual), and 3.53 (Method 5).
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(Figure 14) at short vibration periods, which is due to the difference between FAS and SA
(Bora et al., 2016). At low frequencies, all the linear SFs tend to SFL = 1 in Figure 13,
whereas in Figure 14, AF . 1 values are observed at very long vibration periods.
However, these periods are associated with relatively low SA values, and therefore, these
AFs . 1 do not imply a noticeable increment in SA in absolute terms. These trends can
be observed more clearly in the ‘‘Comparison between methods’’ section of Electronic
Supplement C, where AF and SA are shown superimposed, for the two ground-motion
intensity levels considered. Furthermore, Figure 14 illustrates that (1) the reduction in
amplification produced by Method 2 relative to Method 1 in the SF domain (which
mainly occurs in the intermediate frequency range) is also produced in the AF domain
(for SA); and (2) the significant differences observed in the SFs at high frequencies
between the CB14 and BA18 models in Method 1, and between the two estimates of
k0, actual in Method 3, are reduced considerably in the case of AF.

Figure 14 also shows that Method 4 and 5 generally display similar shapes and ampli-
tudes in the response spectral AF for the low-amplitude motions, which is expected given
that both methods rely on 1D site-response analysis. However, at some vibration periods,
considerable differences are observed due to the different treatment of nonlinear site-
response, the use of more site-specific data, and the decoupling of the site-response analy-
sis in Method 5. For example, for the site CMHS, at very short vibration periods, Method

Figure 15. Amplification factors of different IMs resulting from applying Methods 1–5 to the sites: (a)
PRPC, (b) CMHS, (c) RHSC, and (d) CACS, for the high-amplitude ground motion.
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5 results in considerably lower values of amplification. This is mainly due to the more sig-
nificant soil nonlinearity predicted by Method 5, which is modeled in a site-specific fash-
ion, accounting for the relatively low values of cone resistance at this site (see Figure 2).

AI displays particularly high levels of amplification and method-to-method variability
in Figure 14, especially in the case of the softer sites. On the other hand, the significant
durations Ds575 and Ds595 are almost not influenced by the shallow site-response adjust-
ments under the low-amplitude motions.

Figure 15 shows that for the high-amplitude motion considered, soil nonlinearity has a
strong influence on AF, especially for the softer sites, PRPC, and CMHS. At these sites,
severe de-amplification is observed at short-period SAs, PGA, and AI, and amplification is
generally produced in the significant durations Ds575 and Ds595. Figure 15 also illustrates
the difference between an ergodic treatment of soil nonlinearity based on VS30 (Methods 1–
4) and a site-specific treatment as in Method 5. In the case of PRPC and CMHS, Method
5 generally resulted in stronger de-amplification at short vibration periods, and it was able
to capture the softening of the soil deposits, manifested in the shift of the maximum
response spectral AFs toward longer vibration periods, whereas the ergodic approach sim-
ply results in general reduction and smoothing of the linear amplification. This produces
considerable differences in AF over certain period ranges between Methods 4 and 5 (e.g.
between 1 and 2 s at CMHS). Also, Method 5 produces more significant amplification of
Ds575 and Ds595 in these sites.

Discussion

Table 4 summarizes the main advantages and disadvantages of the five methods investi-
gated and illustrates important trade-offs between them. Going from Method 1 to Method
5 involves the use of increasing levels of site-characterization data and more location-
specific treatment of the site adjustment.

Other than the simplicity and small requirement of site information (which is ideal for
regional applications), the only conceptual advantage of Methods 1 and 2 is their ability,
via empirical calibration, to implicitly capture complex phenomena observed in reality that
are difficult to explicitly model using physics-based methods. It is worth noting that
although Methods 3–5 make use of physics-based approaches and additional site-specific
data, these approaches are limited to the use of a 1D representation of the soil profile, and
hence, they are unable to explicitly model 3D effects. However, the actual characteristics
of these 3D effects are region- and site-specific, which may limit the ability of Methods 1
and 2 to offer a significant advantage, especially in regions other than those for which the
empirical models were calibrated. Another related situation where Method 1 can produce
beneficial effects is when it compensates for unmodeled phenomena in the regional-scale
simulation. For example, although the LF simulation in the GP method explicitly models
3D effects, its ability to properly capture them strongly depends on the quality of the velo-
city model considered. Method 1 implicitly captures site effects associated with the deep
velocity structure of a site (e.g. basin effects and impedance-based amplification associated
with deep layers), which can result in strong amplification at relatively low frequencies
when compared with the other methods, especially for sites with low VS30, actual values. If
the 3D velocity structure is well modeled in the LF simulation, this should lead to overam-
plification due to double-counting deep velocity structure effects, which has been specu-
lated to have been present in previous validation studies (e.g. de la Torre et al., 2020; Lee
et al., 2020, 2022). However, if the 3D velocity model utilized in the LF simulation is
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Table 4. Comparison between five methods investigated

Method Concept Pros Cons

1 VS30-based amplification Only requires the VS30

site proxy (and in some
cases, Z1:0 or Z2:5)
Easier implementation
than Methods 2–5
Suitable for regional
applications
Can capture complex
phenomena evident in
observations but not well
modeled by conventional
physics-based methods

Can produce significant
overamplification at
relatively low frequencies,
particularly for soft soil
sites
Ergodic treatment of
linear and nonlinear site
response

2 VS30-based amplification
with host-to-target
adjustment

All the pros of Method 1
Compatibility with
regional-scale ground
motion simulation is
improved, reducing
overamplification issues
produced by Method 1

GMM host profile can be
difficult to obtain
Ergodic treatment of
linear and nonlinear site
response

3 SRI-based amplification;
combined with the
nonlinear component of
Method 1

Site-specific treatment of
linear site response
Based on a VS profile
Compatibility with
regional-scale ground-
motion
simulation is explicitly
controlled
Not sensitive to details in
the VS profile and the
associated uncertainty

Only models 1D
impedance effects,
ignoring resonance
phenomena
Ergodic treatment of
nonlinear site response

4 1D transfer function-
based amplification;
combined with the
nonlinear component of
Method 1

Site-specific treatment of
linear site response
Based on a VS profile
Compatibility with
regional-scale ground-
motion
simulation is explicitly
controlled
Can model resonance
effects, which are not
modeled in Method 3

Performance notably
diminishes when the 1D
wave-propagation
assumption does not
hold, and resonance
effects can be excessive in
the transfer function if
the VS profile is too
simple, with large
impedance contrasts that
are not physically present
Ergodic treatment of
nonlinear site response

5 1D time-domain
nonlinear inelastic wave
propagation analysis

Site-specific treatment of
linear and nonlinear site
response
Compatibility with
regional-scale simulation
is explicitly controlled

Performance diminishes
when the 1D wave-
propagation assumption
does not hold
Generally requires more
site-characterization data
than Methods 1–4, and
greater expertise to
calibrate the constitutive
models and perform the
analysis
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deficient, such that the predicted LF amplification is less than actual, this ‘‘subtractive
cancellation’’ may result in lower residuals at low frequencies when using Method 1.

Method 2 partially deals with the host-to-target adjustment issue present in Method 1
and can reduce the Method 1 overamplification in both the LF and HF range. However,
the resulting amplification in the LF range may still be significantly higher than that
obtained from Methods 3–5 for relatively soft sites. This limited effect of Method 2 on
low frequencies may be due to basin effects implicit in the GMM, which are not removed
by this method; challenges associated with the determination of an accurate 1D host pro-
file, required in Method 2; and limitations of the SRI method, which is used to compute
the reference correction factor.

Methods 3–5 explicitly control the compatibility with the regional-scale simulation. The
effects produced by the simulation in the shallow portion of the site are removed and mod-
ified in a site-specific manner, which avoids the host-to-target adjustment issue present in
Method 1, and to a lesser extent, Method 2. Also, in contrast to Methods 1 and 2, these
methods explicitly model the site-response physics to different extents using a 1D represen-
tation of the site. Therefore, the suitability of this representation, along with the quality of
the site-characterization data, will determine the performance of these methods, especially
in the case of Methods 4 and 5 which more strongly rely on the SH1D assumptions.
Evidence suggests that these assumptions may only hold for a modest percentage of cases
(e.g. Afshari and Stewart, 2019; Thompson et al., 2012), and even for such ‘‘1D’’ sites, 1D
site-response analysis can be inaccurate (Pretell et al., 2023). Because of this, several
approaches have been proposed to adjust 1D site-response analysis to implicitly account
for spatial variability and other unmodeled phenomena (e.g. Hallal et al., 2022; Pretell
et al., 2023). However, their capacity to improve predictions is generally limited to 1D-like
sites. Thus, advancing the use of a time-domain adjustment with 2D or 3D site-response
analysis (e.g. de la Torre et al., 2022a, 2022b; Hallal and Cox, 2021) may be required to
significantly improve predictions at complex sites, which would involve the collection of
further site-characterization data, and to properly address the compatibility issue between
the regional simulation and the 2D/3D site-response model.

The aforementioned discussion illustrates that it is not possible to determine a priori
the best method to adjust hybrid broadband ground-motion simulations. The quality of
the regional velocity model; characteristics of the site and its location within the sedimen-
tary basin and relative to earthquake source (e.g. Smerzini et al., 2011); and site-
characterization data available will dictate which method is the most appropriate to use.
This highlights the need for systematic validation of alternative methods against observa-
tions (e.g. Kuncar et al., 2024) to inform method and model selection in forward
applications.

Conclusions

This article presented a comprehensive examination on the incorporation of shallow site
effects in hybrid broadband ground-motion simulations. Five methods were presented that
allow for the adjustment of ground-motion time series produced by regional simulations
to account for unmodeled site effects and represent a wide range of options in terms of the
site-characterization data and expertise required. The methods were applied to four sites
representative of different soil conditions, and two levels of ground-motion amplitude were
considered, to investigate the relative adjustment that they can generate on different IMs.
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The results show that significant variability exists in the SFs and IM amplifications pre-
dicted by the different methods. Method 1 (VS30-based amplification) has been commonly
adopted because of its simplicity and low requirement of site information, but some valida-
tion studies have recently shown that its application may produce systematic overpredic-
tion at relatively long vibration periods. This article provided an explanation for this
systematic feature, which is related to the incompatibility between the VS profile implicit in
the regional ground-motion simulation and the corresponding profile implicit in the GMM
used in Method 1 for the same VS30 value, in addition to the potential double-counting of
deep 3D velocity structure effects. Based on this, different strategies were discussed to miti-
gate this issue: (1) applying the SF to the HF simulation component only; (2) including the
fsed term in the case of models that allow for a VS30-based fsed correction; and (3) using
Method 2, which requires the same site information as Method 1 but involves the applica-
tion of a host-to-target VS adjustment. The application of this method to the four sites con-
sidered showed that it allows for a reduction in the relative overamplification of Method 1,
both in the Fourier and response spectral domain, but only to a limited degree. Given these
limitations, Methods 1 and 2 have to be used with caution, especially in the case of soft
sites where this issue is more prominent.

Methods 3 and 4 were proposed as alternatives when a VS profile is available at the site,
but the site-characterization data are not sufficient to constrain advanced nonlinear site-
response analyses. The study showed that the SFs derived by these two methods can pres-
ent significant differences, and further research is needed to understand which one pro-
duces better predictions under specific conditions. Comparison between Methods 4 (which
uses a VS30-based approach to capture soil nonlinearity) and the more advanced Method 5,
based on 1D time-domain nonlinear site-response analysis, generally showed similar SA
amplifications under low-amplitude motions, but significant differences were observed at
some sites and period ranges, under low- and high-amplitude motions. These results sug-
gest that for sites that significantly depart from the average conditions considered in VS30-
based nonlinear models (e.g. sites likely to exhibit large shear strains over a small depth
range in the deposit as a result of large impedance contrasts and/or particularly weak mate-
rials), Method 5 may result in improved ground-motion predictions.

Several sources of parametric and modeling uncertainty are involved in each method,
which can produce considerable within-method variability as shown by the sensitivity anal-
yses performed in this study. In particular, the definition of k0, actual in Method 3 can have
a strong influence in the resulting SF at high frequencies, especially in the case of relatively
stiff sites, although this impact decreases in the response spectral domain. Here, generic
VS30-based correlations were used to estimate k0, actual, but this parameter can be better con-
strained by developing region-specific maps or correlations, or directly estimating it from
ground-motion recordings.

Advances in computational capability, theory, and knowledge will allow for explicitly
modeling shallow site effects in 3D numerical simulations, but this progress will be region-
specific. In the interim, the methods presented in this article can be used in engineering
applications, and this study can help to clarify their limitations and the impact of different
modeling decisions. To evaluate the relative performance of these methods under a diverse
range of earthquake sources, site conditions, and site-characterization data, direct compar-
ison with observations from multiple sites and events is needed.
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